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Abstract

Deep reinforcement learning has shown promise in providing an end-to-end attitude control
strategy that can be utilised for different spacecraft without control parameter tuning.
Furthermore, by modifying the reward function used to train the reinforcement learning agent,
the same controller can be trained to complete either minimum time or minimum control effort
manoeuvres. Existing research into the applications of deep reinforcement learning to satellite
attitude control has almost exclusively focused on attitude regulation manoeuvres, where the
target orientation is stationary in the inertial reference frame [1-3]. When the target orientation
is varying with time, then the state vector loses the Markov Property with the Markov Decision
Process that the agent is learning to solve becoming only partially observable. A common
method for addressing partial observability is frame stacking, where the agent is provided with
a specified number of past observation vectors, effectively providing it with perfect short-term
memory. A second method uses Long Short-Term Memory (LSTM) layers in both the actor and
critic networks which provide the agent with imperfect short- and long-term memory [4]. In this
work, a deep reinforcement learning agent is trained to control the orientation of a 6U-
CubeSat, tracking a time series along Bezier curves. An actor-critic Proximal Policy
Optimisation deep reinforcement learning algorithm is used to train a continuos action space
controller in the Basilisk astrodynamics simulator. Two further agents are trained that use
frame-stacking and LSTM layers to account for partial observability. The performance of all
three controllers is compared against a standard tuned PD controller in terms of the mean
pointing error.
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