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Abstract

Combustion instabilities are high-pressure acoustic oscillations that often develop spontaneously and may
lead to catastrophic failure of a liquid rocket engine. In order to investigate this phenomenon, the Rocket
Engine Stability initiative (REST) was founded by CNES, ONERA, DLR and CNRS. Supporting current
and future engine developments, the REST community has worked towards a better understanding of high-
frequency instability phenomena. The advancement of numerical simulation methods created new oppor-
tunities to simulate combustion instabilities and allowed for a deeper understanding of processes in rocket
engines that are difficult to observe experimentally. Numerical simulations were used to investigate the
coupling between different internal processes like pressure oscillations and heat release fluctuations. With
Prometheus as the engine of a future European launcher vehicle, predicting instabilities and flame dynam-
ics in methane-oxygen (CH4-O,) combustion became an important step in developing reliable, efficient
and reusable rocket engines. In order to support these developments numerically, the REST community
proposed a representative single injector test case designed for fundamental research. The test case con-
sists of a hexagonal combustion chamber with periodic boundary conditions and a representative injector
geometry. The injector was designed within the frame of the "Sonderforschungsbereich Transregio 40",
a research program founded by the German Research Foundation (DFG), and is intended to be suitable
both for LOx-CH, and LOx-H; rocket engines. The chamber pressure is set to be 100 bar and instabilities
are introduced by modulating the inlet mass flows for methane and the oxygen injector up to + 10 % of
their nominal values at different frequencies. The main goal of this test case is to compare the different
numerical codes and modeling approaches (different turbulence modeling, different combustion modeling)
between the members of the REST community and various codes. This paper presents the current status
of the DLR contribution to the test case. All simulations are conducted with the DLR in-house Code TAU.
The combustion is modeled using a real-gas flamelet model whereas the turbulence is modeled using a 2-
layer k-€e RANS model. In addition to the URANS simulations, Detached-Eddy simulation (DES) results
for all test case load points are presented and compared to the URANS results. It is shown that the URANS
simulations greatly overestimates the dense LOx core lengths while the DES results give more reasonable
values. Investigations of the flame response to the longitudinal mass flux oscillations showed only a small
effect for an excitation of the O, inflow at 5 kHz while there is a stronger flame response for the other
excited cases. We also present results for numerical grid resolution sensor and a grid convergence study
indicating that the chosen mesh resolution allows for grid-converged results for this test case.
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1. Introduction

Combustion instabilities in rocket engines have been a major engineering problem since the beginning of the space-age
in the 1950’s. They are strong unwanted acoustic disturbances that often form spontaneously, and can lead to complete
destruction of the rocket engine in a very short time. Even though a lot of research activities* have been devoted to un-
derstand and avoid combustion instabilities, no complete theory is available yet and the problem is still not completely
solved. One obstacle preventing a better understanding of combustion instabilities is the harsh environment in rocket
thrust chambers. High pressures (over 60 bar even for small-scale experimental chambers) and high temperatures, due
to chemical reactions, make it difficult to employ optical measurement techniques to learn more about the flow field
structure and mechanisms that are involved in the development of combustion instabilities. Even measurements of
the chamber wall pressure or the wall heat fluxes are difficult as proper cooling of the measurement elements and the
chamber itself must be guaranteed at all times.

Because of the inherent difficulties to investigate flow fields in rocket thrust chambers experimentally, numerical
simulations are a promising alternative to better understand how combustion instabilities develop and which key pa-
rameters (e.g. fuel or oxidizer temperatures, injector shape and length, positioning of the injectors, etc.) influence the
stability behavior. Even more than in the early days of steady state CFD simulations, modern scale resolving simula-
tion techniques like large-eddy simulations (LES) or detached-eddy simulations (DES), along with high-performance
computing architectures, allow for detailed investigations of combustion chamber configurations. Even though a lot of
progress has been made in the last years, the simulation of a complete flight engine including the thrust chamber, the
cooling channels and the fuel/oxidizer manifold system is still very difficult due to the complexity of the problem. But
also for small-scale experimental engines, modeling of the various physical mechanisms poses a significant challenge
due to the lack of validation data.

The absence of validation data is of course related to the experimental difficulties of observing flames in com-
bustion chambers under realistic conditions, but apart from this, it is also very difficult to investigate many mechanism
in an idealized setup under controlled conditions. For the development of combustion instabilities, many physical
mechanisms must interact until a large pressure wave forms: The arguably most relevant ones are acoustic waves, heat
release from chemical reaction, fluid dynamical phenomena, like e.g. coherent vortex shedding, and thermodynamic
effects due to the high pressures inside the chamber. Others, like fluid droplets and surface tension effects are excluded
here as only super-critical injection will be considered.

Some effects are easier to validate than others. For example, the acoustic eigenmode shapes of a combustion
chamber can be inferred from the results of steady RANS simulations® or virtual bombing tests.> Validation results
for various chemical kinetic schemes are available from many studies of flames (see e.g. results of workshop on
turbulent non-premixed flames TNF?). Fluid-dynamical effects related to combustion instabilities have been reviewed
by Armbruster,' although most of these effects have only been investigated at lower pressures than typically found in
rocket thrust chambers. Thermodynamic effects due to the high pressure are also difficult to investigate as there are
only few experiments available in the literature. One example is the work of Mayer et al.'> where the breakup of a
supercritical nitrogen jet is investigated experimentally.

A fundamentally different approach for validation has been adopted by Ruiz et al. in their work on a “Numerical
benchmark for high-Reynolds-number supercritical flows with large density gradients”.!” The authors proposed a
simplified 2D test case for a typical coaxial injection element under representative engine conditions and compared the
results for different CFD codes. In the opinion of the authors, this test case is highly useful for two reasons: First, the
simplicity of the 2D geometry allows for quick results at a low computational cost. Another reason is the ability to
compare modeling aspects (chemical reactions, thermodynamics, etc.) in various codes under representative conditions
while not having to deal with complex flow situations. It is even possible to compare simulation results that have been
obtained on identical meshes. But this simplicity comes at the price of a unrealistic turbulence field which can not be
modeled correctly in 2D simulations.

In order to increase the modeling complexity one step further, the Rocket Engine Stability Initiative (REST)
developed a single coaxial injector test case inspired by the approach of Ruiz et al., called HF-10. This test case
uses a single-injector element developed by the "Sonderforschungsbereich Transregio 40", a project funded by the
German Research Foundations (DFG), in a hexagonal combustion chamber. The test case investigates the response
of a transcritical CH4/O, flame to longitudinal mass flow perturbations imposed at the inlet boundaries. This work
presents URANS and DES results for this test case obtained with the DLR TAU code and a flamelet combustion
model.
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2. Numerical Setup

For the flow simulations in this work we used the DLR TAU code,!® a second-order compressible cell-centered finite
volume solver. TAU uses a low-Ma-number corrected?! version of the MAPS+ upwind solver'® which shows strongly
reduced numerical dissipation for high wavenumbers and is therefore suitable for scale-resolving simulations. Time-
accurate simulations use a Jameson-type dual timestepping scheme’ with a physical time-step size of 5 x 1077 s.
Solution integration in the inner iterations is performed using an explicit Runge-Kutta-scheme which is accelerated by
a local time-stepping approach.

URANS simulations presented in this work use a 2-layer k-e model. Scale-resolving DES results use a zonal
delayed-detached eddy simulation (DDES) model'® . This approach treats the first 250 mm of the chamber (including
the injector) in DES mode while the rear part near the outflow boundary is treated in URANS mode.

The real-gas properties of fuel and oxidizer at 100 bar chamber pressure are taken into account by using the
Soave-Redlich-Kwong cubic equation-of-state.’ The species CHy, O, and CO, are treated as real gas species while all
other species are treated as ideal gas components.

Chemical reactions between fuel (CHy4) and oxidizer (O,) are simulated with a flamelet combustion mode
employing the reduced reaction mechanism of Zhukov et al.??

For the flamelet combustion model, TAU solves additional equations for the mixture fraction Z and the variance
of mixture fraction Z”’?. These parameters, along with the scalar dissipation rate y, are used to look-up the flame shape
from a three-dimensional flamelet table that has been generated in a preprocessing step. Under the assumption that
the chemical time scales are much shorter than the turbulent time scales, the flame can locally be approximated by
a counter-flow diffusion flame for which a solution can be sought by means of the one-dimensional real-gas flamelet
equations:% 10
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Solution to Eqgs. 1 and 2 are sought for various values of the stoichiometric scalar dissipation rate y, which
is a measure of the flame’s strain rate. The stoichiometric scalar dissipation rate is used in the profile of the scalar
dissipation rate
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which is derived under the assumption of a counter-flow diffusion flame.
Based on different solutions of the flamelet equations for values of y, ranging from y = 0 1/s to the quenching
point at y,; ~ 3 X 10° 1/s where the flame is extinguished, the flamelet table is created by a convolution integral
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with the probability density function kernel P(Z, Z, Z'"%; x, x:). Under the assumption of statistical independence of Z
and y, the PDF kernel is split up into a product of separate PDFs. The PDF for the mixture fraction is modeled using a
two-parameter beta distribution while the scalar dissipation PDF is modeled using a §-distribution. The flamelet model
uses the exact same thermodynamics as the TAU code. In order to speed up the computation of the cubic coefficients and
the gas transport properties, the flamelet table also stores linearized coefficients according to the method of Terrapon et
al.?% The full flamelet lookup including Z, Z'’? and y is currently only used for the RANS computations. For the DES
results, the influence of scalar dissipation rate is neglected and only the near-equilibrium flamelet is used. Similarly,
the influence of subgrid-scale turbulence-chemistry interaction is neglected, therefore rendering the flamelet model an
essentially infinitely-fast chemistry model. Even though these are strong assumptions that will give an overestimation
of the flame temperature, the effect of modeled subgrid-scales on the overall flame will be smaller for DES than for
RANS simulations as more of the turbulent flow features are resolved on the grid.

Test case HF-10 consists of a 300 mm long combustion chamber attached to a single recessed coaxial injector
(see also Fig. 2). The detailed sizes of the injector and combustion chamber can be found in the HF-10 test case
description and are shown in Fig. 1.

The combustion chamber is operated at a chamber pressure (imposed at the exit boundary condition) of 100 bar.
Oxygen is injected at 100 K with a mass flow rate of 0.46 kg/s. Methane is injected at room temperature of T = 231 K
with a mass flow rate of 0.136 kg/s. All physical walls (injector and face plate walls) are modeled using an adiabatic
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Figure 1: Geometric setup of the testcase. Left: Setup of the whole domain. Right: Size of the coaxial injector.

non-slip wall. The chamber walls on opposing sides in x-direction are modeled using a pair of periodic boundaries
while the two other opposing pairs use a symmetry boundary conditions due to a restriction in the TAU code. All inflow
boundaries use mass-flux inflow boundary at which the mass flux density and a the static temperature is specified. At
the outflow, a subsonic outflow boundary condition is used at which an exit-pressure 100 bar is specified.

Different meshing approaches have been used for the RANS and the DES simulations, see Fig. 2. The RANS
mesh (mesh M1, Fig. 2 left) has been created as a hybrid mesh contains in total 3.02 mio. mesh points and consists
of hexaeder, tetraeder and pyramids. The DES mesh, however, is a fully block-structured hexaeder mesh consisting of
12.3 mio. mesh points. It will be labeled as M2 in the remainder of this work.

\

Figure 2: Left column: Mesh structure of the hybrid RANS mesh M1. Right column: Fully structured hexaeder mesh
for the detached-eddy simulations M2.

A comparison of the two meshing approaches are shown in Fig. 2. Both meshes are refined at the recessed
injector lip to resolve the development of vortical structures in the shear layer. This initial refinement is then reduced
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inside the hexahedral combustion chamber where no special refinement is required after the flame is fully developed.

In order to perform a grid convergence study within this work, a refined version of the structured mesh (not
shown) has been generated. This mesh (M3) consists of 43.5 mio. grid points. A comparison of solutions obtained on
different meshes will be shown in Sec. 4 of this paper.

3. Simulation Results

In this section, the results from simulations of different load points are presented and discussed. The first subsection
compares the steady-state results from a RANS simulation with time-averaged results from the DES without excitation.
Apart from differences in the length of the dense oxygen cores, and therefore the flame, the simulation results also
indicate deviations in the heat release rate and the flow temperature, which will also be investigated in section.

The later parts of this chapter will investigate the flame response to three different inflow massflux variations
of = 10% of the nominal value. For the O, inflow excitation at 5 kHz, also URANS results are available, which will
be compared to the DES results. For all other excitation conditions, the simulations results will be compared to the
time-averaged DES result without excitation.

Z=10 Z=20

Figure 3: Overview of the different field cuts for HF-10.

We compare the simulation results in this work based on different mesh cuts shown in Fig. 3. All isocontour
plots are shown in the x = O plane, except for mesh convergence results, which are reported in the y = 0. Different
flow variables are reported in terms of axial line plots. For the axial line plots, weighted averages are calculated on
the Z slices shown in Fig. 3. These plots are obtained by averaging all mesh points within a small radial shell of size
0A = 2nR - 6R and integrating them, weighted by the shell area, in radial direction.

3.1 Steady-State Results

In the first part of the results section, we present the numerical simulation results for the steady-state unexcited con-
dition. This load point serves as the baseline simulation to which the results including mass flow modulation can be
compared. Fig. 4 shows the dense oxygen cores for the URANS and the detached-eddy simulation.

[ |

10 110 210 310 410 510 610 710 810 910 1010

DES URANS

Figure 4: Comparison of the density field in the x = 0 plane. The contour values are given in kg/m>.

One notices that the URANS simulation shows a largely overestimated LOx core length, which will be seen also
in all other URANS results shown in this work. The estimation of LOx core lengths in RANS simulation depends
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largely on the choice of Schmidt- and Prandtl numbers because the viscous fluxes are dominated by the turbulent eddy
viscosity. For example, the heatflux vector in TAU for a flamelet combustion model (Lewis number Le = 1) is given by

— _( Milam. + Mturb. )%
l SClam.  SCurb. / Oxi

&)

The situation is different for scale-resolving simulations like DES where most of the turbulent structures are resolved
and less turbulence is modelled using a subgrid-scale eddy viscosity. Therefore, the contribution of the second term
Heurb. /SCrurb, 1S much smaller. The results of the LOx core length also depends on the choice of the turbulence model
which directly influences the value of tigb. .

Now the question arises which of the shown LOx core lengths are more realistic. A preliminary comparison
between the results shown here, and results from the last REST (Rocket Engine Stability Initiative) workshop in 2019,
suggest that the DES LOx core lengths are more representative. An update of the REST results will be presented by
Kaess® in the same conference session as this paper. The result is also confirmed by a comparison to the results of
Lechtenberg,'! which will be also presented in this EUCASS conference.

Even though the LOx core (and flame length) in the URANS simulations are not correct, the results are still
presented as they allow for a comparison of the temprature field and the heatrelease rate, which are shown in Fig. 5
and Fig. 6, respectivley.

B .

200 600 1000 1400 1800 2200 2600 3000 3400 3800

DES URANS

Figure 5: Comparison of the temperature field in the x = O plane. The contour values are given in K.

Comparing the temperature fields between the URANS and the DES results, we notice that the URANS temper-
ature is much higher near the exit boundary condition, compared to the DES results.

H | T

2E+08 2E+09 2E+10

DES URANS

————

Figure 6: Comparison of the heatrelease field in the x = 0 plane. The contour values are given in W/m?.

A similar observation can be made in terms of the heatrelease rate, which is about one order of magnitude larger
for the URANS simulation in Fig. 6.

The differences between the two modeling approaches can be analyzed more quantitatively by the axial line plots
in Fig. 7. Comparing the temperature between URANS and DES indicates an underestimation of about 350 K near the
outlet boundary.

Similarly, the heatrelease rate is understimated, as shown in the graph. The difference in temperature also directly
translates into a difference in the axial flow velocity. This test case is operated at a constant pressure, therefore, if the
fluid temperature is increased, the density (for a fixed composition) is decreased. The total mass flow rate puA is
also constant, therefore, if the density is decreased, the velocity must increase, which explains the differences in axial
velocity after z = 150 mm.

We argue that the differences in temperature and heatrelease rate between the URANS and the DES results
can be attributed to simplifications of the combustion model used in the detached-eddy simulations. Due to limited
computing resources and previously good experience with the infinitely fast chemistry model, we decided to employ
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Figure 7: Axial profiles of different flow variables.

only the reduced flamelet model for DES compared to the full flamelet model in the URANS simulation. While for
the URANS, the flame state is looked up in the flamelet table based on the mixture fraction Z, the variance of mixture
fraction Z'”> and the scalar dissipation rate y. For the DES, the lookup is reduced to the mixture fraction, and a
near-equilibrium flamelet with y ~ 0 and Z””? = 0 is assumed. Fig. 8 shows the steady-state mixture fraction in the
chamber.

I

0 010203 04 05 06 07 08 09 1

Figure 8: Comparison of the mixture fraction field in the x = 0 plane. The contour values are dimensionless.

DES

The near-exit region is dominated by fluid of Z = 0.3 — 0.4. When doing the look-up step in the flamelet table,
these values of Z result in different temperatures, depending on the scalar dissipation y, as shown in Fig. 9. One
notices the increase in temperatures on the fuel-rich side for higher scalar dissipation rates, which is different to H2/02
simulations where no such effect can be seen. Hence, the URANS model uses the correct value of the scalar dissipation
rate and therefore predicts a higher temperature in the near-exit part of the flow field. Similarly, depending on the scalar
dissipation rate in the chamber, the URANS model predicts a heat releass that is orders of magnitude larger than the
DES model.

In summary, this discussion shows that the differences in the temperature field can be attributed to the chosen
combustion model for the detached-eddy simulation. Even though the near-injector flame shape and length is rea-
sonable for the DES, the near-exit field shows an underestimation of the temperature. For the URANS, the situation
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Figure 9: Comparison of two flamelet solutions for different scalar dissipation rates y.

is reversed: While the near-injector field including the flame shape is incorrect, the overall combustion modeling is
correct and gives a reasonable temperature and heatrelease field, but at the wrong location.

3.2 Excitation of the O, inflow at 5 kHz

The next set of results shows the same testcase, but with an mass flow excitation of 10 % at the O, inlet. For this load
point, results for URANS, DES and the steady DES are compared, as shown in Fig. 10 and Fig. 11.

[ -

10 110 210 310 410 510 610 710 810 910 1010

steady DES URANS

—

Figure 10: Comparison of the density field in the x = 0 plane. The contour values are given in kg/m>.

The resulting temperature and density fields only show a very weak influence of the mass flux oscillation on
the overall flame shape. Compared to the steady DES results, the length of the LOx core is slightly reduced which
is best seen in the axial line plots Fig. 12. The influence of the unsteady mass flow oscillation at the O, inlet can be
seen as small ripples in the URANS results. These ripples, however, are strongly damped and dissipate as they travel
downstream along the interface of the dense LOx core.

Similarly, only small changes are seen in the mean temperature field, Fig. 11. The overall flame shape remains
the same, but one notices a significantly thicker flame shoulder compared to the steady DES.

Comparing the axial line plots shows a larger influence of the mass flow modulation for the URANS simulation
than for the DES. The largest effect is seen for the axial velocity, which is decreased by about 25 m/s compared to the
steady results (dashed line).

It is interesting to note that the largest effect on the heat release for the detached-eddy simulation is confined to
the first 40 mm of the combustion chamber. This indicates that the effect of the mass flow oscillation is limited to only
a small region near the face plate. This is different from the other excitation conditions, where oscillating mass flux
reaches further into the combustion chamber. We conclude on the results of the 5 kHz O, oscillations that there is only
a very small effect on the overall flame shape for the detached-eddy simulation.
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Figure 11: Comparison of the density field in the x = 0 plane. The contour values are given in kg/m>.
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Figure 12: Axial line plots for different flow variables. The dashed lines refer to the steady-state simulation results
without mass flow modulation.

3.3 Excitation of the CH, inflow at 5 kHz

Compared to the 5 kHz mass flow modulation at the O, inlet, a modulation of the CH, fuel mass flow rate resulted in
a significant reduction of the flame length, as seen in Fig. 13 and 14.

These results show that the mass flow oscillations leads to a fast consumption of the dense oxygen core and
therefore to a shorter flame, as indicated by the temperature field.

This interpretation is also supported by the axial profiles, Fig. 15. These plots show that the flow temperature
increases compared to the steady-state solution, therefore giving a lower density (at constant pressure) near the outflow
boundary. This results in a higher axial velocity caused by the constant mass flow rate in the test case. Likewise, the
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Figure 13: Comparison of the density field in the x = 0 plane. The contour values are given in kg/m>.

B [

200 600 1000 1400 1800 2200 2600 3000 3400 3800

—a—
—a—

Figure 14: Comparison of the density field in the x = 0 plane. The contour values are given in kg/m>.

steady DES

heat release rate is increased compared to the steady case which explains the higher temperature of the flow.
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Figure 15: Axial line plots for different flow variables. The dashed lines refer to the steady-state simulation results
without mass flow modulation.
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3.4 Excitation of the O, inflow at 1 kHz

The last load point under investigation is a 1 kHz mass flow oscillation at the O, inlet. We omitted the flow field cuts
here for brevity as the mean density and temperature field is very similar to the previous results with a 5 kHz CHy
oscillation. Focusing on the axial line plots in Fig. 16, we notice again the faster consumption of the dense oxygen
cores leading to a higher temperature compared to the steady DES.
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Figure 16: Axial line plots for different flow variables. The dashed lines refer to the steady-state simulation results
without mass flow modulation.

In contrast to the excitation at 5 kHz CHy4, we see the highest deviation in flow temperature in the first half of
the chamber which then reduces to almost zero near the outflow boundary. As before, the higher temperature results
in a higher axial flow velocity, as seen in Fig. 16. The heat release profile shows a pronounced peak at about 40
mm behind the injection plane. A much weaker peak is also visible for the CH4 modulation results. In light of the
previous discussion on the combustion model, this indicates that the mixture fraction field is influenced by the mass
flow oscillations therefore changing the mixing state.

4. Assessment of the Mesh Resolution and Grid Convergence Study

The last part of this paper is devoted to a DES grid convergence study for this test case. To this end, the results of
three identical detached-eddy simulations with different grids are presented and compared. In order to check for a grid
converged solution, we ran the steady-state DES on the RANS mesh (M1, 3.02 mio. points), the standard structured
mesh (M2, 12.3 mio. points) and a strongly refined structured mesh (M3, 43.5 mio. points).

In Fig.17, we show the shape of the dense oxygen cores for the three meshes. The overall length of the cores
is very similar, with the core length on the RANS mesh being slightly larger than for the structured meshes. But on
the RANS mesh, one notices a long density streak artifact that extends into the combustion chamber, which is not seen
with the other meshes. This results suggests that the RANS mesh is unsuitable for a DES, as it was expected.
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Figure 17: Comparison of the density in the z = 0 plane. The contour values are given in kg/m?.

DES and URANS require different meshing strategies. Most importantly, meshes for scale-resolving simulations
should be isotropic away from solid walls while for RANS meshes, the axial spacing can be largely increased as no
vortical structures need to be resolved. It is, however, remarkable that the overall flame shape is well captured on the
RANS mesh even with an under resolved DES.

The results for both structured meshes agree very well even though there are small differences in the flame shape
visible. In our opinion, these differences are likely related to different averaging lengths of the flow fields, i. e. that both
flow fields have been averaged with an unequal number of samples. As the analysis of other variables like temperature
and heat release rate showed similar results, we argue that the flow solutions are mesh convergent on the M2 grid, and
therefore sufficiently resolved for a DES.

Another method of assessing the grid resolution has been suggest by Reuss et al.'> In this method, the ratio of
resolved turbulent kinetic energy k... to the sum of resolved and subgrid-scale turbulent kinetic energy ksgs is evaluated

and used as as grid sensor:
k['CS
Sy =——7— (6)
: kres. + kSGS

i [ .-

grid-sensor: 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Figure 18: Comparison of the grid sensor in the y = 0 plane. The contour values are given in percent.

It is suggested that the flow is well resolved if 80 % of the turbulent kinetic energy are explicitly resolved and
only 20 % are modeled. The value of the grid sensor S; is shown in Fig. 18 where the color white indicates the
threshold of 80 %, and red colors represent an under resolved region. Likewise, blue marks region of higher resolution.
Investigating the mesh resolution from the coarsest (M1) to the finest grid (M3) indicates that the RANS mesh is
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not sufficiently fine to resolve the full spectrum even within the chamber. The coarse structured mesh (M2) already
captures more than 80 % of the kinetic energy inside the chamber even though there two small patches that under
resolve the turbulent structures. One also notes two regions in the shear layers inside that chamber where the flow
is under resolved. This region is more refined in the very fine structured grid where all regions inside the chamber
(downstream of the face plate) are well resolved.

This method shows that most parts of the combustion chamber for the M2 are well resolved agreeing with the
observation that the coarse structured mesh resolves most parts of the flow field sufficiently. Compared to a classical
mesh convergence study, the grid sensor can be calculated while the computations are running therefore allowing for a
simple estimate of the mesh capability to resolve turbulent flow features.

5. Summary and Conclusion

This paper presented an overview of URANS and delayed-detached eddy simulation results for the REST HF-10
testcase that have been obtained with the DLR TAU code. Comparison of the unexcited steady-state results for URANS
and DDES indicated that URANS greatly overestimated the length of the dense of LOx core, and therefore the flame.
The overall temperature and heat release field is, however, reasonable but is shifted too far downstream. Based on
a preliminary comparison with results of other codes, the flame and LOx core length for the DES appears correct.
However, the DES shows variations to the URANS model in terms of the temperature field and the heat release. These
differences are explained by the choice of the combustion model which neglects the influence of the scalar dissipation
rate. Because of this assumption, the temperature on the fuel rich side is lower than expected as it would increase
with an increased scalar dissipation rate. The same mechanism also applies to the heat release rate, which is also
underestimated in some areas of the flow.

Comparison of simulation results for different excitation load points shows flame responses of varying degrees.
For the O, excitation at 5 kHz, only a very small shift in the flow field is observed for the DDES. This is in contrast
to the simulations with a 5 kHz CH,4 and a 1 kHz O, excitation. Here, we observe a stronger effect, especially on the
length of the dense oxygen cores and the axial velocity. The overall effect is largest for the 5 kHz CH,4 excitation.

The paper concludes with a grid convergence study for the unexcited steady-state case showing that the standard
structured mesh with 12.3 mio. grid points allows for grid-converged results with DDES. It was also shown that
even though the RANS mesh clearly under resolves the flow field, the length of the central dense oxygen core is
approximately correct and much more reasonable compared to the RANS simulation results.

Another measure of grid resolution is presented in terms of a grid sensor variable indicating how much turbulent
kinetic energy is resolved compared to the total turbulent kinetic energy. The results show that most of the flow inside
the chamber is already well resolved above 80 % on the standard DES mesh while there are some areas near the shear
layers that are still under resolved. Results for the very fine mesh show that the flow is resolved to more than 80 %
almost everywhere in the numerical domain.
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