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Abstract 

In the present study, the aim is to predict ice accumulation on a 2-D commercial engine intake. The 

developed tool mainly consists of four modules: modules for the calculation of the flow-field, droplet 

trajectories and collection efficiencies, thermodynamics and ice accretion. The flow-field solution is 

done by a panel method modified for the intake geometry and the required engine mass flow rate using 

a superposition technique. The droplet trajectories are computed using the Lagrangian approach, while 

the Extended Messinger Model is implemented in the ice accretion module. The results are compared 

with numerical literature data. 

1. Introduction 

In-flight ice accumulation on airframes may lead to severe incidents due to degradation in aerodynamic performance 

and engine power loss. In fact, more than a hundred in-flight incidences have been reported in the last two decades 

related to icing on aircraft engine components including rollbacks, mechanical failure and flame-outs [ 10 ]. Hence, 

predicting ice accumulation on the airframes is quite crucial in order to detect the regions prone to icing and design 

de/anti-icing systems for the aircraft as needed. Moreover, simulation of ice accumulation is required for airworthiness 

certification purposes.  

 

In the present study, a 2-D icing simulation is performed for an engine intake with a computation tool which has been 

developed for almost ten years and its capabilities have been extended since then. In-flight 2-D icing simulations on 

airfoil geometries and axisymmetric engine intakes which are performed with this tool are presented in the previous 

studies of the authors [ 6 ], [ 7 ], [ 8 ]. 

 

The experimental and numerical data for ice accumulation on airfoils or wing geometries exist in the literature but such 

data is rare for geometries like engine nacelles and inlets. In this study, ice shapes calculated on a commercial engine 

intake have been compared with the numerical data presented by Shen et al.  [ 9 ]. Although the original coordinates 

of the intake were not available in the literature, they were obtained by digitizing the 2-D view of the intake available 

in  [ 9 ]. Engine nacelles in previous studies of the authors were axisymmetric and the simulations were performed for 

zero angle of attack cases. The present study aims to explore whether a 2-D approach is adequate when a non-

axisymmetric engine intake is considered at a non-zero angle of attack case. The manuscript summarizes the methods 

used in icing simulations and includes collection efficiency and ice shape results, which are obtained for a non-

axisymmetric engine intake for different flight conditions. 

2. Methodology 

In this section, four modules used in the current approach are explained in detail. 

2.1 Flow Field Solution 

The intake geometry shown in Figure 1 is studied which is presented in the study of Shen et al.  [ 9 ] . Due to the lack 

of coordinates of the commercial intake geometry, they are obtained by digitizing 2-D view given in  [ 9 ] as in Figure 

1. In order to obtain smooth outlines, outer and inner cowls are defined by a super ellipse and ellipse. The intake is 

non-axisymmetric with an inlet length of 0.824 𝑚� and duct height of 1.44 𝑚��which�are�shown�in�Figure 2. 
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Figure 1: 3-D view (on the left) and 2-D view (on the right) of the commercial engine intake geometry studied   [ 9 ] 

Simulation of the flow through and around the intake using the panel method is complicated because both the required 

flight conditions and the desired mass flow rate through the intake must be maintained. The desired mass flow rate is 

achieved at the control plane which is shown in Figure 2. In this study, the desired mass flow rate is calculated in terms 

of the average control plane velocity in x-direction, denoted by�𝑈𝑐𝑝, the control plane area 𝐴𝑐𝑝, and the average local 

density�𝜌
𝑐𝑝
. 

 

Figure 2 : Modified intake geometry for panel method with constant diameter 

The average control plane velocity is calculated by taking the average of the x-component of the velocity vector at 30 

evenly distributed points along the control plane. In order to correctly enforce the desired mass flow rate as well as the 

desired freestream velocity, a superposition procedure described by Waung is used [ 11 ]. In this method, the panel 

geometry is modified as shown in Figure 2 by extending the trailing edge panels in x-direction in order to avoid 

unrealistic velocity gradients at the trailing edge. With this modified panel geometry, simulating the desired mass flow 

rate and free stream velocity around the intake is achieved through a combination of two flow situations, illustrated in 

Figure 3 for a similar geometry to the one studied here. 

The first flow situation is the air intake operating at 𝑈∞ = 1�𝑚/𝑠�freestream velocity at 𝛼�=0𝑜�. The second flow 

condition is a static flow situation (𝑈∞ = 0�𝑚/𝑠) where vortex strength along the surface panels are assigned a value 

of 1, simulating a flow where the freestream velocity is 0, but there is a non-zero mass flow rate at the control plane. 

The final flow solution is calculated by scaling and combining these two flow situations. 
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Figure 3 : Visual representation of two flow situations used in the superposition method [ 11 ] 

2-D Hess-Smith panel method [ 1 ] is used to determine flow velocities both on surfaces and in the flow field. The 

velocity information is required on the surface for boundary-layer calculations in order to obtain heat transfer 

coefficients and flow field velocities are required for droplet trajectories. In the panel method utilized for the purposes 

of this study, the geometry is divided into quadrilateral panels each associated with a source singularity element 

together with a vortex singularity that is constant for all panels. The strengths of the singularities are taken to be 

constant along each panel and are unknowns of the problem.  

 

The solution procedure for each of the flow situations differ slightly. In order to solve flow situation 1, the developed 

computer program uses N quadrilateral panels to solve for N+1 singularity strengths using the flow tangency boundary 

condition at the collocation points of the panels and an additional equation is introduced for the Kutta condition, which 

is enforced at the leading edge of the intake lip. Flow situation 2 is solved for 𝑈∞ = 0�𝑚/𝑠�and Γ = 1. Because the 

vortex strength is no longer an unknown, the developed computer program uses N quadrilateral panels to solve for N 

source strengths using the flow tangency boundary condition at the collocation points of the panels without any 

additional boundary conditions.  

 

The solutions of the two flow situations are scaled using the superposition approach. The combination coefficients are 

solved using the system of equations below: 

 

𝑐1𝑈∞1 + 𝑐2𝑈∞2 = 𝑈∞�������������������������������������������������������������������������������(1) 

𝑐1𝑈𝑐𝑝1 + 𝑐2𝑈𝑐𝑝2 = 𝑈𝑐𝑝 ����������������������������������������������������������������������������(2) 

Since 𝑈∞1 = 1�𝑚/𝑠 and�𝑈∞2 = 0, it follows that 𝑐1 = 𝑈∞ and�𝑐2 = (𝑈𝑐𝑝 − 𝑈∞�̅�𝑐𝑝1) 𝑈𝑐𝑝2⁄ . Once the singularity 

strengths are calculated, one can construct a velocity potential and hence calculate the air flow velocity components at 

any location in the flow field including the boundaries of the geometry. The velocity components at a given point are 

the x-, y-derivatives of the velocity potential constructed at that point. The results of the panel method also serve the 

boundary-layer calculations used for the computation of the convective heat transfer coefficients, where the inviscid 

velocity distribution over the geometry, 𝑈𝑒(𝑠) is required. The velocity components are corrected for compressibility 

effects using the Prandtl-Glauert compressibility correction: 

�̂� = �̅�/√1 −𝑀2�,�����̂� = �̅� √1 − 𝑀2,�����⁄     (3) 

where �̅� and �̅� are the perturbation velocity components calculated for incompressible flow and �̂� and �̂� are the same 

quantities corrected for compressibility effects. 

2.2 Droplet Trajectories and Collection Efficiency Calculations 

The following assumptions are used for droplet trajectories: 

 Droplets are assumed to be spherical. 

 The flow field is not affected by the droplets. 
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 Gravity and aerodynamic drag are the only forces acting on the droplets. 

 Heat and mass transfer (evaporation) between the droplet and the surrounding flow are neglected.  

 The droplet is assumed to have the same temperature as the flow.  

 The local adiabatic recovery temperature at the wall is calculated and imposed as a boundary condition [ 4 ]. 

 

The droplet trajectories are computed using Lagrangian approach as: 

 

 𝑚�̈�𝑝 = −𝐷 cos 𝛾,                                    (4) 

  𝑚�̈�𝑝 = −𝐷 sin 𝛾 + 𝑚𝑔,                  (5) 

where 

     𝛾 = tan−1
�̇�𝑝−𝑉𝑦

�̇�𝑝−𝑉𝑥
,                          (6) 

 𝐷 =
1

2
𝜌𝑉𝑟𝑒𝑙

2 𝐶𝐷𝐴𝑝,                     (7) 

𝑉𝑟𝑒𝑙 = √(�̇�𝑝 − 𝑉𝑥)
2 + (�̇�𝑝 − 𝑉𝑦)

2                                               (8) 

In the above equations, 𝑉𝑥 and 𝑉𝑦 are the flow velocity components at the droplet location, while �̇�𝑝, �̇�𝑝, �̈�𝑝 and �̈�𝑝�are 

the components of the droplet velocity and acceleration. The symbols 𝜌 and 𝐴𝑝 denote the atmospheric density and 

cross-sectional area of the droplet. 𝐶𝐷 denotes the particle drag coefficient. In the present study, the following 

formulation is employed for drag coefficients [ 2 ]: 

 𝐶𝐷 =
24

𝑅𝑒
(1 + 0.197𝑅𝑒0.63 + 2.6 ∗ 10−4𝑅𝑒1.38),�����𝑅𝑒 ≤ 3500,                     (9) 

 𝐶𝐷 =
24

𝑅𝑒
(1.699 ∗ 10−5)𝑅𝑒1.92,�����𝑅𝑒 > 3500.                  (10) 

In the above formulation, 𝑅𝑒 = 𝜌𝑉𝑟𝑒𝑙𝑑𝑝 𝜇⁄ �is the Reynolds number based on droplet diameter 𝑑𝑝 and relative 

velocity�𝑉𝑟𝑒𝑙. The viscosity 𝜇 is calculated using Sutherland’s law as a function of temperature.  

Trajectory calculations start from an upstream location far away from the leading edge so that air flow velocity 

components are sufficiently close to their freestream values. The initial droplet velocity is taken to be the terminal 

velocity: 

 𝑉𝑡𝑒𝑟𝑚
2 =

4

3

(𝜌𝑤−𝜌)

𝜌

𝑔𝑑𝑝

𝐶𝐷
�.                 (11) 

The droplet trajectories are obtained by integrating equations (4) and (5) over time until the droplet impacts the 

geometry or misses it. The droplet impact pattern on the section determines the amount of water that impinges on the 

surface and the region subject to icing. The local collection efficiency is defined as the ratio of the area of impingement 

to the area through which water passes at some distance upstream of the section, 𝛽 = 𝐴𝑜/𝐴. 

2.3 Thermodynamic Analysis 
 

When the collection efficiency distribution around the geometry is determined, the convective heat transfer coefficients 

need to be calculated for the thermodynamic analysis. The boundary-layer calculations are done by solving the two-

dimensional Integral Boundary Layer equation. The boundary-layer calculations start at the stagnation point at the 

leading edge and proceed downstream using the marching technique for the outer and inner surfaces of the inlet. This 

method enables calculation of the details of the laminar and turbulent boundary layers fairly accurately. The same 

method used by Özgen and Canıbek [ 5 ] can be used. According to this method, the convective heat transfer 

coefficients in the laminar flow region are calculated employing the method of Smith and Spaulding [ 2 ]: 

  ℎ𝑐 =
0.296𝑘𝑈𝑒

1.435

√𝜈 ∫ 𝑈𝑒
1.87𝑑𝑠

𝑠
0

 ,                (12) 

where 𝑘 is the thermal conductivity of air. The convective heat transfer coefficient in the turbulent region is computed 

using the method of Kays and Crawford [ 2 ]: 

  ℎ𝑐 = 𝑆𝑡𝜌𝑈𝑒𝐶𝑝 ,                (13) 

where 𝐶𝑝 is the specific heat of air and 𝑆𝑡 is the Stanton number. 
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Transition from laminar to turbulent flow occurs when the Reynolds number based on roughness height exceeds��𝑅𝑒𝑘 =
600, where�𝑅𝑒𝑘 = 𝜌𝑈𝑘𝑘𝑠 𝜇⁄ , with 𝑘𝑠 being the roughness height and 𝑈𝑘 being the local flow velocity at the roughness 

height, for details see [ 5 ]. 

2.4 Extended Messinger Model 
 

Ice accretion on the geometry is obtained with the Extended Messinger Method. The ice shape prediction is based on 

phase change or the Stefan problem. The governing equations for the phase change problem are mainly: energy 

equations in the ice and water layers, mass conservation equation and a phase change condition at the ice/water 

interface [ 3 ].  

𝜕𝑇

𝜕𝑡
=

𝑘𝑖

𝜌𝑖𝐶𝑝𝑖

𝜕2𝑇

𝜕𝑦2
                                                                            (14) 

𝜕𝜃

𝜕𝑡
=

𝑘𝑤

𝜌𝑤𝐶𝑝𝑤

𝜕2𝜃

𝜕𝑦2
                                                                         (15) 

𝜌𝑖
𝜕𝐵

𝜕𝑡
+ 𝜌𝑤

𝜕ℎ

𝜕𝑡
= 𝜌𝑎𝛽𝑉∞ + �̇�𝑖𝑛 − �̇�𝑒,𝑠    (16) 

𝜌𝑖𝐿𝐹
𝜕𝐵

𝜕𝑡
= 𝑘𝑖

𝜕𝑇

𝜕𝑦
− 𝑘𝑤

𝜕𝜃

𝜕𝑦
       (17) 

In equations 14-17,  𝜃 and 𝑇�are the temperatures, 𝑘𝑤�and 𝑘𝑖 are the thermal conductivities, 𝐶𝑝𝑤 and 𝐶𝑝𝑖 are the specific 

heats and  ℎ and  𝐵 are the thicknesses of water and ice layers, respectively. On the other hand, 𝜌𝑖 and 𝐿𝐹 denote the 

density of ice and the latent heat of solidification of water, respectively.  Ice density is assumed to have different values 

for rime ice, 𝜌𝑟�and glaze ice, 𝜌𝑔. The coordinate 𝑦 is normal to the surface and 𝜌𝑎 is the liquid water content. 

In equation (16),��𝜌𝑎𝛽𝑉∞, �̇�𝑖𝑛 and �̇�𝑒,𝑠 are impinging, runback and evaporating (or sublimating) water mass flow rates 

for a control volume, respectively. The boundary and initial conditions accompanying equations (14-17) are: 

 Ice is in perfect contact with the wing surface:  

 𝑇(0, 𝑡) = 𝑇𝑠                                                   (18) 

The surface temperature is taken to be the recovery temperature [ 2 ]: 

𝑇𝑠 = 𝑇𝑎 +
𝑉∞
2−𝑈𝑒

2

2𝐶𝑝

1+0.2𝑟𝑀2

1+0.2𝑀2                                   (19) 

In the above expression, 𝑀 = 𝑉∞/𝑎∞, while the speed of sound is given by 𝑎∞ = √𝛾𝑅𝑇𝑎. Additionally, r is the adiabatic 

recovery factor. 

 The temperature is continuous at the ice/water boundary and is equal to the freezing temperature, 𝑇𝑓 : 

𝑇(𝐵, 𝑡) = 𝜃(𝐵, 𝑡) = 𝑇𝑓                                 (20) 

 At the air/water (glaze ice) or air/ice (rime ice) interface, heat flux is determined by convection, radiation, 

latent heat release, cooling by incoming droplets, heat brought in by runback water, evaporation or sublimation, 

aerodynamic heating and kinetic energy of incoming droplets. 

 Surface is initially clean: 

 𝐵 = ℎ = 0,���𝑡 = 0                 (21) 

In the current approach, each panel constituting the geometry is also a control volume. The above equations are written 

for each panel and ice is assumed to grow perpendicularly to a panel.  
 

Rime ice growth is expressed with an algebraic equation from the mass balance in equation (16), since water droplets 

freeze entirely on impact: 

 

𝐵(𝑡) =
𝜌𝑎𝛽𝑉∞

𝜌𝑟
𝑡          (22) 
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On the other hand, glaze ice thickness is obtained by integrating the ordinary differential equation obtained by 

combining mass and energy equations over time. The differential equation is: 

𝜌𝑔𝐿𝑓
𝜕𝐵

𝜕𝑡
=�

𝑘𝑖(𝑇𝑓−𝑇𝑠)

𝐵
+ 𝑘𝑤

(𝑄𝑐+𝑄𝑒+𝑄𝑑+𝑄𝑟)−(𝑄𝑎+𝑄𝑘)

𝑘𝑤+ℎ�
𝑄𝑐+𝑄𝑒+𝑄𝑑+𝑄𝑟

𝑇𝑠−𝑇𝑎

− 𝑄𝑒𝑛𝑡�������������������������  (23) 

In this expression,�𝑄𝑐 �is heat flux by convection, 𝑄𝑒  is evaporation, 𝑄𝑑 is heat from incoming droplets, 𝑄𝑟  is radiation,  

𝑄𝑎 is aerodynamic heating, 𝑄𝑘 is kinetic energy of incoming droplets and 𝑄𝑒𝑛𝑡  is the energy entering the control volume 

due to runback water. It is assumed that, all of the unfrozen water passes to the neighboring downstream cell for the 

upper surface, while all water sheds for the lower surface8. To calculate the glaze ice thickness, equation (23) is 

integrated numerically, using a Runge-Kutta-Fehlberg method. 

3. Results and Discussion 

In this section, predicted ice shape results are presented for the commercial aircraft intake geometry. The results are 

compared with the numerical data presented by Shen et al.  [ 9 ] which are obtained with FENSAP-ICE commercial 

tool and developed code by the authors. The analyses are performed at a Mach number of 0.4, ambient pressure of 

101325 Pa, angle of attack of 3o, median volumetric diameter of 20 µm, liquid water content of 1 g/m3 and mass flow 

rate of 200 kg/s. Two different cases with temperature (T) of 253oK and 263oK are analyzed. The exposure time for 

both cases is 420 s.  

Ice shape results for T=253oK are given in Figure 4 and Figure 5 for upper and lower lips of the intake, which are 

stated as θ=0o and θ=180o respectively in Figure 1. Temperature of 253oK corresponds to rime ice condition which is 

formed in a way that follows the geometry contours. Therefore, rime ice can be said to be less hazardous than glaze 

ice in terms of aerodynamic performance loss since the profile is changed less with ice formation.  

 

For the upper surface, accumulated ice is predicted smaller when compared to reference numerical data. Impingement 

limits differ for current study and reference data. Current study result shows a smaller region occupied by the 

accumulated ice. However, ice shape can be said to be similar to the one obtained by Shen et al. although the limits 

are underestimated.  

 

 

Figure 4: Ice shape prediction on the upper lip at T=253oK 

 

In Figure 5, ice shape is given for the lower lip of the intake. It is observed that impingement limit in the lower part of 

the lip is predicted the same with the reference numerical data although the upper impingement limit is estimated 

different which leads to the prediction of the iced region to be smaller for the current study. Ice thickness is predicted 

very similar when compared to reference numerical data except for the sharp section in the upper region of the leading 

edge. It is clear that flow field is affected by the ice accumulated on the lower surface since the angle of attack is 3o. 
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Therefore, ice shape predicted on the lower surface will have an effect on ice shape on the upper surface as well. It can 

be deduced that the sharp ice section accumulated on the lower surface may lead the ice mass on the upper surface to 

be underestimated.  

  
The second flight condition at which the icing analysis are performed is at T=263oK. This temperature corresponds to 

glaze ice condition. Glaze ice is typically in irregular shape which leads to significant aerodynamic performance 

degradation since the profile is changed. Since the ambient temperature is high, unfrozen liquid acts like runback water 

and freezes downstream of the surface. Therefore, glaze ice thickness is smaller than rime ice although the region 

occupied by the ice is larger.  

 

 

Figure 5: Ice shape prediction on the lower lip at T=253oK 

 

Figure 6 depicts ice shape predictions on the upper surface for T=263oK. Ice shape can be said to be similar considering 

the sharp edge on the top and the ice thickness for the current study result and reference numerical data. However, it 

is observed that impingement limits especially in lower part are estimated poorly in the present study.  
 

 

Figure 6: Ice shape prediction on the upper lip at T=263oK 
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In Figure 7, ice shape results on the lower surface are presented. Similar to upper surface, impingement limits are not 

predicted well compared to reference results. Ice thickness is estimated thicker in the current study. The ice shape is in 

horn-like shape which is a glaze ice characteristic; however, it is quite different than reference numerical data.  

 

 

Figure 7: Ice shape prediction on the lower lip at T=263oK 

 
Multi-step calculation approach is used in the icing analyses. In this approach, the exposure time is divided into shorter 

intervals and the computational procedure is repeated for each interval. At the beginning of each interval, iced surface 

is considered as the new geometry. In previous studies of the authors [ 7 ], [ 8 ], it is observed that multi-step calculation 

approach improves ice shape predictions as exposure time increases and for especially glaze ice conditions. On the 

other hand, after trying different numbers of calculation steps for the engine intake icing analyses, it is noticed that 

single-step calculation gives the best ice shape result. The reason behind this can be explained by the fact that the 

method applied in the current study is not applicable for icing calculations on non-axisymmetric intake at non-zero 

angle of attack. Dividing exposure time into intervals causes to diverge from the correct ice shape on engine intake 

rather than enhancing as in axisymmetric intake case at zero angle of attack.  

 

 
 

Figure 8: Collection efficiency (β) on upper and lower lips at T=253oK (on the left) and T=263oK (on the right) 

 
As mentioned in Methodology section, Lagrangian approach is utilized for droplet trajectory calculations. Collection 

efficiency distribution on upper and lower lips are presented in  
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Figure 8 at at T=253oK and T=263oK. Negative s values represents lower part of the lip whereas positive s values 

represents upper part of the lip. Collection efficiencies for two cases are very similar. Maximum collection efficiency, 

β, is calculated as around 0.42 which is observed at the stagnation point of the intake lip for both cases. In the reference 

paper by Shen et al. [ 9 ], maximum collection efficiency is said to be found as 0.42 with Eulerian approach without 

indicating the flight condition. Despite different trajectory methods, maximum collection efficiency values are found 

the same. Lack of collection efficiency distribution in the reference data prevents further comparisons to be done.  

4. Conclusion 

2-D icing simulations on a non-axisymmetric intake geometry are performed for two different test cases. In the current 

study, the approach which has been validated for axisymmetric intake geometries at zero angle of attack cases in 

previous studies is investigated for its applicability to non-axisymmetric geometries at non-zero angle of attack. Ice 

shape prediction and collection efficiency results are presented which are compared with reference numerical data. 

The results show that ice shape for rime ice condition is predicted better when compared to glaze ice condition. Ice 

mass accumulated on the surfaces is estimated less than the one predicted in the reference study. Ice shape which is 

formed on the lower surface can be said to be more consistent with numerical data than upper surface. Impingement 

limit predictions are poor in the current study which estimate narrower regions occupied by the ice on the surfaces. It 

is remarked that reference data are obtained with three-dimensional approach and current two-dimensional approach 

seems inadequate although it is faster. In the light of these results, it is deduced that present approach used in the icing 

calculations is not sufficient to predict ice shape formed on non-axisymmetric intakes at non-zero angle of attack cases. 

In order to obtain more accurate ice shapes formed on non-axisymmetric engine intakes, three-dimensional approach 

is suggested despite higher CPU time. 
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