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Abstract
In the present study, we use Direct Numerical Simulation to investigate the effect of acoustic streaming
on the heat and momentum transfer within a compressible turbulent flow. A fully-developed channel
flow at Reynolds number Reb = ρUbδ/µw = 3000 and Mb = Ub/cw = 0.75 has been chosen as the
test case wherein the acoustic pulsation is applied through an array of loudspeakers mounted on the side-
walls. The optimal frequency and shape of excitation are found following an input/output analysis based
on the Linearized Navier-Stokes Equations. The entire system resonates under such conditions which
subsequently amplifies the acoustic waves up to over eight times. The acoustic streaming appeared as a
result of non-linear interaction between turbulent flow and acoustic waves enhances the heat transfer rate
at a rate higher than the skin friction. This technique opens new avenues towards enhancing the efficiency
of heat exchangers with minimal increase in pressure losses.

1. Introduction

Acoustic streaming refers to a physical process where an oscillating wave drives a steady fluid motion. By passage
of an acoustic wave over a wall, a thin oscillatory layer with thickness δs =

√
2ν/ω forms near the boundary, called

the Stokes layer, wherein the viscous effects on the waves decay exponentially. In this relation, ν denotes the dynamic
viscosity and ω represents the frequency of oscillations. Stokes layer interacts with the background boundary layer
which, under specific conditions, may lead to acoustic streaming.

One major contributing parameter in this process is the frequency of oscillations. If the background flow is
turbulent, depending on such frequency, different responses may be observed. At high frequencies, edge of the Stokes
layer, δs, falls within the viscous sub-layer. This case is referred to as "quasi-laminar" where the acoustic wave interacts
with the flow only through time-averaged flow quantities. On the other hand, at low oscillation frequencies, Stokes
layer thickness goes beyond the laminar sub-layer, where turbulent mixing becomes relevant. In this case, turbulent
time-scales may be significantly shorter than the wave’s period which marks the "quasi-steady" regime.18 The second
parameter corresponds to the relative amplitude of the oscillations, i.e. aw = Uw/Ub, where Ub and Uw respectively
represent the bulk background velocity and velocity oscillation amplitude. Lodahl et al3 concluded that the changes in
time-averaged skin friction, essentially due to the streaming effects, may appear where this parameter is larger than 1.
Scotti and Piomelli13 had similar observations, as well.

Recently, Agarwal et. al studied the acoustic streaming and its effect on forced convection via a multi-fidelity
approach.1 They reported that, under specific conditions, such phenomenon may enhance the heat transfer at a rate
higher than the skin friction violating the Reynolds stress analogy. In the present paper, we build upon these results
and extend the analysis within the high-speed turbulent channel flow configuration. We identify the optimal conditions
to create acoustic resonance within the domain in order to promote the non-linear interaction between the background
flow and perturbations. We also study the effect of acoustic forcing amplitude on the temporal evolution of perturbation
as well as streaming quantities. This research is a step towards demonstrating the acoustic streaming as a new way to
effectively enhance the heat transfer rate in the heat exchangers without substantial skin friction losses.

2. Numerical tools

Navier-Stokes equations for a fully-compressible flow can be written in the dimensionless form as,
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where x1, x2, and x3 denote the streamwise (x), wall-normal (y), and spanwise (z) directions. All spatial coordinates are
made dimensionless with respect to the channel half width δ. Temperature, density and velocity are respectively scaled
with wall temperature Tw, bulk density ρb and speed of sound at wall temperature cw as reference values. Last term
on the right hand side of momentum and energy equations are the source terms employed to keep the mass flow-rate
constant in the present flow configuration as well as to mimic the effect of loudspeakers on the flow. Total energy (E)
and viscous stress tensor (τi j) are expressed as:
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where the the exponential form µ/µw = (T/Tw)0.7 is employed to determine the molecular viscosity at any given
temperature. Prandtl number is set to Pr = 0.72 and ideal-gas equation of state p = ρRT is adopted for Air.
We use a sixth-order staggered finite difference method5 for spatial discretization of these equations along with a
third-order Runge-Kutta method for time-advancement.

2.1 Validation

We study supersonic turbulent flow in a channel configuration to assess the accuracy of our numerical tool. We assume
the boundary layer to be fully developed in the streamwise direction. Periodic boundary condition is also applied
along the spanwise direction. Reynolds number is fixed at Reb = ρUbδ/µw = 3000 and Mach number is set to
Mb = Ub/cw = 1.5. The computational domain of size Lx×Ly×Lz = 4πδ×2δ×1.5πδ is discretized using Nx×Ny×Nz =

144×128×96 grid points which translates into the grid resolution of (∆x+,∆y+
min,∆z+) ≈ (17, 0.21, 9.7) based on wall

units, e.g. y+ = ρwuτy/µw. Time-averaged streamwise velocity, density, and temperature profiles as well as RMS value
of fluctuating velocity components are plotted in figure 1. Reference data taken from the DNS study of Coleman et al2

is also included in this figure showing an excellent agreement with results of our numerical tool.
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Figure 1: Time-averaged streamwise velocity (left), density and temperature (middle), and normal Reynolds Stress
components (right) for a fully developed turbulent flow in a channel at Reb = 3000 and Mb = 1.5. Circles are taken
from DNS of Coleman et al2 and line shows results of the represent the present

3. Flow configuration

In the present paper, we study the interaction of an external acoustic wave and a fully-developed turbulent compressible
boundary layer within a channel geometry. To aim this, we propose a computational setup schematically presented in
figure 2. It resembles the flow in a duct where loudspeakers are placed on a narrow region on the side walls. To avoid
complexities associated with the corners, we only model the region near the mid-span. Therefore, we may assume
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Figure 2: Schematic view of computational setup. Forcing of form Eq. 3 is active only in the shaded area.

periodicity in spanwise direction. To model the effect of loudspeaker on the flow in this region, we implement a
forcing function of form 3. This is essentially a streamwise time-periodic force that follows a Gaussian distribution
in x-direction and is only active within the shaded region. We assume to have repeatedly stacked a few of such
units together, hence only one segment is simulated and the periodic boundary condition is applied in the streamwise
direction.

~f f (x, t) = A f exp

− (x − xm)2

L2
f

 sin(ω f t) ~ex (3)

where L f corresponds to the length of the region where forcing is applied and xm denotes the x-coordinate of this
region’s mid-point. These two parameters are assumed constant in this study L f = 0.05Lx and xm = 1.75δ.

4. Linear analysis

Recent numerical techniques proposed to characterize unsteady flows are diverse in their origins and primary applica-
tions; the majority rely on time-resolved observations, e.g. Spectral Proper Orthogonal Decomposition14 and Dynamic
Mode Decomposition11 which limits their predictive applications, while others, on the other hand, target fundamental
problems via classic approaches like Triple-Deck Theory.10, 16 Linear Stability Analysis was originally introduced to
characterize the onset of transition to turbulence (in both incompressible12 and compressible4 regimes), but lately has
been employed to predict and control low-frequency flow features in laminar flows.15 Recent efforts have suggested
taking time-averaged (mean) flow quantities as the equilibrium state and extend such analysis to include the turbulent
flow applications.6, 7, 9 The present research follows the same approach to analyze the unexcited turbulent flow and
select the optimal frequency of excitation.

4.1 Linear Stability Analysis

Linearized Navier-Stokes equations are derived by decomposing a flow variable q(x, t) to an equilibrium state, q(x),
(or base flow) and small perturbations, i.e. q(x, t) = q(x) + εq′(x, t) + O(ε2). Applying this expansion to Navier-Stokes
equations (1) and retaining only the first order perturbations gives:

B
dq′

dt
= Aq′ (4)

where A and B are time-independent operators that contain the base flow quantities as well as spatial derivatives.17

We assume the solution to this ODE takes the form q′(x, t) = q̂(x) exp(− jωt) which simplifies the equation (4) into a
generalized eigenvalue problem:

− jωBq̂ = Aq̂ (5)

where ω is the complex angular velocity. In the present work, base flow as well as boundary conditions are homoge-
neous in streamwise and spanwise directions, therefore the perturbation form is simplified to q′(x, t) = q̂(y) exp( jkxx +

jkzz) exp(− jωt) where kx and kz are streamwise and spanwise wavenumbers, respectively. The equilibrium state, q(x),
is found via time-averaging of the unexcited flow quantities. We also target 2D modes (xy−plane) in the present anal-
ysis, and therefore, kz = 0 is adopted. We use the Chebyshev spectral method to discretize the spatial derivative terms
in operatorsA and B.8
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4.2 Input-output analysis

Applying a harmonic forcing of f ′(x, t) = f̂ (x) exp(− jωt) to the linearized Navier-Stokes equation (4) makes up a
non-homogeneous ODE following:

B
dq′

dt
= Aq′ + f ′ (6)

We can write the solution in terms of the input forcing and simplify as:

q̂ = H(ω) f̂ where H(ω) = (− jωB −A)−1 (7)

and therefore, H(ω) acts as a transfer function mapping the input to the solution. The growth rate in this dynamical
system is:

R(ω) =
‖q′‖
‖ f ′‖

=
‖H(ω) f̂ ‖

‖ f̂ ‖
≤ ‖H(ω)‖ (8)

Singular Value Decomposition (SVD) of this operator yields:

H(ω) = UΣV∗ (9)

where U and V are left and right singular vectors of H(ω) and Σ is a diagonal matrix with the corresponding singular
values in descending order. It can be shown that ‖H(ω)‖ ≤ σ1 where σ1 is the largest singular value of this matrix.
Therefore, following the equation (9), we can writeH(ω)v1 = u1σ1 indicating that, at angular velocityω, the maximum
growth rate is σ1, optimal forcing distribution is the first right singular vector v1 and the optimal response would be the
first left singular value u1.
In the present flow study, we assume Reb = 3000 and Mb = 0.75. All other computational parameters are remained
similar to the section 2.1. Upon calculating the time-averaged, velocity, temperature and density profiles, the optimal
growth rate (equation 7) for a range of real-valued angular velocity are plotted in figure 3. In these calculation,s we
only consider the smallest wavelength that is accommodated within our domain of size 4π, i.e. kx = 0.5. The optimal
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Figure 3: The optimal growth rate at different real-valued angular velocities (left) along with the optimal forcing
associated with the first peak (right) denoted the block symbol. Calculations are performed at Reb = 3000 and Mb =

0.75 and assuming kx = 0.5

condition associated with the first large peak of σ1, denoted by the block symbol, has been selected to create resonance
in the flow. The optimal forcing distribution at this frequency is shown in figure 3 (right). However, for simplicity and
ease of replicability in experiments, we only assume a uniform forcing distribution in wall-normal direction.

5. Fully non-linear analysis

Fully compressible Navier-Stokes equations 1 along with the forcing function 3 are numerically solved in this section.
In all calculations, Mb = Ub/cw = 0.75 and Reb = ρbUbδ/µw = 3000 remain constant. Operating condition for these
calculations are reported in table 1.

5.1 Transient growth of a resonating acoustic wave in compressible turbulent channel flow

Applying the forcing function 3 generates time-periodic sinusoidal fluctuations super-imposed on the background tur-
bulent flow field. In order to effectively analyze the dynamics of such perturbations, we take:

qexc = qunexc + δq (10)

4
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Case number A f ω f G = δplimit−cycle/δpinitial δ+
s = δsuτ/νw

C1 0.250 2π/6.94 3.12 4.23
C2 0.125 2π/6.94 4.53 4.23
C3 0.062 2π/6.94 6.39 4.23
C4 0.031 2π/6.94 8.77 4.23

Table 1: Simulation parameters for non-linear analysis of acoustic excitation

where qexc is a generic flow quantity taken from the excited flow simulations (C1 to C4 cases in table 1) and qunexc

represents the same quantity extracted from the unexcited base flow calculations. These two simulations have identical
grid and time-step sizes and are initialized with identical flow fields in order to minimize the artificial numerical effects.
Figure 4 illustrates the pressure perturbations δp for the first 20 excitation periods at center of the forcing region
(y = 1). This quantity is averaged in x ∈ [1.05 − 2.55] and along the spanwise direction. Initially, the perturbations are
relatively weak and, therefore, interact linearly with each other as well as the background flow. This can be observed
as pure sinusoidal oscillation in the first few periods. In C1 to C4 cases, amplitude of oscillations grow exponentially
manifesting the resonance under the corresponding operating conditions. Stronger perturbations cause greater non-
linear interactions within the domain which essentially distributes the perturbation energy among multiple frequencies.
This appears as more skewed oscillations in pressure perturbations. After few excitation periods, the amplitude growth
slows down and eventually leads to sustained limit-cycle oscillations. Gain achieved through the resonance mechanism,
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Figure 4: Pressure fluctuations δp = pexc − punexc at the center of the forcing region, y = 1, spatially averaged within
x ∈ (1.05, 2.55) and z ∈ (0, 1.5π) normalized by the pressure value at the unexcited case at the same position

G = δplimit−cycle/δpinitial, varies depending on the initial amplitude. This is evident by considering the initial and limit-
cycle perturbation amplitudes of C1 to C4 cases reported in figure 4. At high A f values, the initial perturbation
amplitude is larger and non-linear effects dominate the oscillation dynamics faster and therefore, limit-cycle oscillation
is reached in fewer periods. Results indicate that by doubling the A f , initial pressure perturbation amplitude δpinitial
doubles while the corresponding limit-cycle amplitude δplimit−cycle approximately scales with ∝∼

√
A f resulting in the

net gain following,

G =
δplimit−cycle

δpinitial

∝
∼

1√
A f

, if A f 6→ 0 (11)

We also investigate the overall effect of excitation on the near-wall heat and momentum transport by looking at the
spatially-averaged skin friction (C f ) and Nusselt numbers (Nu) in time, where

C f =
µw

∂U
∂y |w

0.5ρU2
b

and Nu =

∂
∂y (T − Tw) |w
(Tb − Tw) /δ

. (12)

We define two parameters, Shear and Thermal Enhancement Factor, respectively SEF and TEF, following:

SEF =
C f ,excited

C f ,unexcited
, TEF =

Nuexcited

Nuunexcited
(13)
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which are essentially relative skin friction or Nusselt number of the excited flow divided by the corresponding value in
the unexcited condition. Figure 5 illustrates the instantaneous SEF (dashed lines) and TEF (solid lines) at C1 to C4 for
the first 60 cycles.
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Figure 5: Instantaneous Thermal (solid line) and Shear enhancement factors (dashed-lines) for C1 to C4 spatially
averaged at each time-step over the entire bottom wall.

As per definition, these two parameters start from the unity. In case C4 with the smallest excitation amplitude,
SEF and TEF show almost identical behavior in time which indicates that momentum and heat transport processes,
under the corresponding condition, are closely coupled. By increasing the excitation amplitude (from right to left), these
two parameters substantially deviate, although following a similar trend. It suggests that such excitation effectively
energizes the heat transfer process while affecting the momentum transport to a lesser degree. This introduces a novel
technique to enhance the heat transfer rate in heat exchangers with minimal penalty in skin friction losses.

5.2 Time-averaged flow quantities

This section focuses on the time-averaged flow quantities in order to study the streaming phenomenon. Figure 6 shows
a close-up view of the streaming temperature, Tst = T excited − T un−excited near the bottom wall for cases C1 to C4. All
cases exhibit regions with positive and negative Tst, relative to the background temperature field. At low excitation
amplitudes, e.g. case C4, this pattern is spatially periodic with only one dominant streamwise wavenumber kx = 8,
while at higher amplitudes like C1, more harmonics with kx = 16, 24, 32 also appear. This is in agreement with the
observations in figure 4 where at higher A f ’s, a sharper change of perturbation is seen across one perturbation passage
that indicates the presence of higher harmonics of the excitation frequency in the perturbations signal. The substantial
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Figure 6: Streaming temperature contour at four different cases introduced in table 1. Temperature is normalized with
wall temperature. Contours are capped at ±0.01 for better representation

temperature jump in C1, noted in initial phases of each period, is translated into narrow, yet intense regions of positive
Tst in figure 6. Upon time integration of Shear and Thermal Enhancement factors for cases C1 to C4, net changes in skin
friction coefficient and Nusselt number due to acoustic streaming are tabulated in 2. We also introduce an effectiveness
factor as η = (TEF − 1)/(SEF − 1) which emphasizes the gain in heat transfer rate compared to the losses in skin
friction. In C1 and C2 cases, we observe a heat transfer enhancement that is 2-3 times larger than the corresponding
cost in friction drag suggesting the significant potential of using streaming under such conditions in heat exchangers.
Acoustic excitation in C3 and C4 cases resulted in minimal (< ±1%) streaming effects on Nu and C f which is prone to
numerical artifacts, therefore the effectiveness factor is not reported for these cases.
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C1 C2 C3 C4
Change in Nu +10.53% +4.01% +0.39% −0.39%
Change in C f +4.67% +1.43% −0.56% −0.78%
Effectiveness factor (η) 2.26 2.81 N/A N/A

Table 2: The net effect of acoustic streaming on Nu and C f over the entire bottom wall, temporally averaged over 60
cycles

To inspect the impact of excitation on turbulence, we consider the second-order time statistics and investigate the turbu-
lent velocity fluctuations in streamwise and spanwise direction as well as temperature fluctuations in figure 7. Although
figure 6 suggests a streamwise periodic pattern for streaming flow, we focus on the spatially averaged-statistics as it
effectively represents the net effect on turbulence within the whole domain. Results indicate that increasing the exci-
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Figure 7: A comparison between the RMS value of turbulent fluctuations in the excited flow at different amplitudes.
Dashed-line indicates the reference results taken from the base flow calculations

.

tation amplitude has the largest impact on temperature fluctuations. It intensifies the near-wall peak (almost linearly
following ∆T ′ = T ′excited,rms − T ′unexcited,rms ∝ A f ) while also raising the temperature fluctuations at the core of the
channel at a faster rate (which scales non-linearly with A f ). Similar streaming effect, however less pronounced, can
be observed on u′rms. On the other hand, wall-normal fluctuations are the least altered by streaming, such that only
results from C1 and C2 (with the highest excitation amplitudes) visibly deviate from the corresponding values in the
unexcited case. This can be attributed to the uniformity of forcing distribution (equation 3) in this direction. As such,
considering the figure 7, a larger streaming effect is expected on the wall-normal heat flux compared to the shear stress
which agrees with data reported in table 2.

6. Conclusion

In this research, we used high-fidelity numerical simulations to study the interaction between acoustic wave and high-
speed turbulent boundary layer. To aim this, we proposed a computational setup which resembles the flow in a duct
with acoustic drivers on the side walls. To promote the non-linear interaction between the acoustic wave and back-
ground flow, we used Linear Stability Analysis and determined the optimal parameters for creating acoustic resonance
in the flow. Under such conditions, we extensively analyzed the effect of perturbation amplitudes on the resulting
acoustic streaming through parameters including Shear and Thermal Enhancement Factors (SEF and TEF) as well as
turbulent fluctuating velocity and temperature. Results suggested that acoustic streaming, under favorable conditions,
can enhance the heat transfer rate with minimal increase in skin friction which can be used to optimize the existing
heat exchangers.
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