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Abstract 
Simulations of a transverse hydrogen jet injection in supersonic air flow are presented carried out 

using TsAGI in-house finite volume code zFlare. Hybrid SST-IDDES model with SLA subgrid length 

scale was employed. The computational mesh contained 22 million cells. In the paper, vortex structure 

of the flow is analyzed, combustion zones are detected and compared to the experimental data, 

separation zone length is determined, and hydrogen flow penetration depth is estimated. At least 

qualitative correspondence to the experiment is found, and for certain flow characteristics, quantitative 

improvement is obtained as compared with the data available in the literature. 

1. Introduction 

One of the major challenges of high speed aircraft propulsion system design is effective fuel mixing and combustion 

process during a short residence time inside the engine. Transverse injection of fuel through a wall-mounted nozzle is 

a common and reliable injection scheme that provides rapid mixing of fuel with air and deep jet penetration into a 

supersonic flow. This flow is a topic of many studies and publications, see e.g. [1]. 

Due to complex flow structure (Fig. 1) involving near-wall and free turbulence, several separation zones, shock wave 

interaction and unsteady effects, RANS approach is not reliable enough for predicting such flow [2]. 

 

          

Figure 1: Flow structure of transverse injection into a supersonic crossflow, taken from [3] 
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Instead, there are attempts to large- and detached-eddy simulations of transverse injection into a supersonic crossflow 

[4, 5, 6]. These studies are aimed both at understanding LES capabilities for this type of flows and at revealing new 

flow physics unavailable from experiments. Reacting flow poses additional difficulties concerning the influence of 

chemistry model, numerical resolution of heat release zones and consideration of turbulence-combustion interaction, 

not all of which are solved reliably at present. 

The main goal of the present research is to validate DES technology implemented in TsAGI in-house code zFlare 

based on ZEUS-S3pp [7]. This code is designed for combustion chamber simulations, so correct modeling of fuel 

injection is an essential part for the overall solution reliability. 

The paper is organized as follows. In Section 2, flow configuration and regime taken for numerical simulation is 

specified. In Section 3, numerical setup is given including hybrid model, computational domain and mesh, boundary 

conditions and numerical method. In Section 4, computational results are compared to the experimental data and 

discussed. After that, the conclusions follow. 

2. Flow configuration and regime 

An experiment [3, 8] is simulated in which a flat plate with high speed solenoid valve attached is placed in 

supersonic air stream, see Fig. 1. The valve ensures almost constant injection flow rate during the test time period. 

Expansion tube is used to reach the desired high-enthalpy flow regime with steady flow time τ ~ 270 μs. Short test 

period allows considering the plate as cold and take its temperature equal to 288 K. Injector diameter is dj = 2 mm 

with underexpanded hydrogen jet. The injector is placed l = 50 mm downstream of the plate leading edge. The 

undisturbed boundary layer is laminar and reaches thickness of 0.75 mm at the starting point of interaction with 

hydrogen. Flow regime summary is presented in the Table 1.  

 

Table 1: Flow regime summary 

 Value 

Inflow Mach number 3.38 ± 0.04 

Injected hydrogen Mach number 1.0 

Inflow static temperature 1290 K 

Injected hydrogen static temperature 246 K 

Inflow static pressure 32.4 kPa 

Injected hydrogen static pressure 490 kPa 

Reynolds number based on l = 50 mm 2.2 × 10
5
 

Jet-to-freestream momentum flux ratio 1.4 

 

From the experiment, instantaneous and time-averaged Schlieren photographs are available as well as OH planar 

laser-induced fluorescence images. From the data, hydrogen penetration depth, coherent structure characteristics, and 

molecular mixing zones can be determined. 

3. Numerical setup 

For numerical simulation, 3D box computational domain was used (Fig. 2). It was filled with Cartesian mesh 

containing 22 million cells. Domain of interest with constant longitudinal and lateral mesh spacing covers the box 

defined as [–5dj, 10dj] × [0, 10dj] × [–5dj, 5dj]. Coordinate system origin is placed at the injector center, x is 

undisturbed flow direction, y is wall-normal direction, and z axis is directed spanwise. In wall-normal direction, first 

cell above the wall has height 2 × 10
-5

 m. A detailed mesh view is depicted in Fig. 3.  

At the supersonic inlet as well as at the upper boundary, undisturbed flow parameters were specified. In the region 

covering –25dj < x < –7.5dj, turbulence model source terms were switched off for the laminar boundary layer to form 

on the plate. Downstream the x = –7.5dj section, turbulent boundary layer was modeled by means of wall function 

approach [9] on the lower boundary. Lateral boundaries were periodic. At the outlet, the solution was extrapolated 

outside the computational domain. Finally, round injector surface was not tracked by mesh lines. Instead, the injector 

was modeled by means of a composite boundary condition at which the convective fluxes associated with hydrogen 

flow were multiplied by the surface fraction occupied by the injector. 
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Figure 2: Computational domain scheme 

 

  

Figure 3: Mesh in xy plane and injection region (each second node is shown) 

 

The computations were carried out using TsAGI in-house code zFlare based on ZEUS-S3pp [7]. This code is 

designed for 3D flow computations with non-equilibrium chemical reactions using RANS, URANS, and DES 

approaches. In the present research, the problem was solved using SST-IDDES hybrid model [10] with shear layer 

adapted subgrid length scale [11]. To reduce the numerical dissipation of the scale resolving simulation, WENO5 

scheme along mesh lines with MP limiting [12] was used. Exact iterative Godunov Riemann solver was employed to 

calculate the numerical fluxes at the cell faces. Time marching was performed using 2
nd

 order explicit time scheme 

accelerated with original Fractional time stepping technique (FTS) [13]. According to the tests conducted, FTS 

typically provides 10×–30× acceleration compared to a conventional global time step. 

The computation was started from a preliminary flow field obtained in steady RANS SST computation. Statistically 

steady state was allowed to establish during the time interval Δt1 = 200dj / Uj, where Uj = 1250 m/s is the 

approximate hydrogen velocity at the injector exit. After that, the flowfield was averaged during the interval 

Δt2 = 75dj / Uj. 256 CPU cores of an HPC cluster were used. Several runs were performed on the “Lomonosov” 

supercomputer [14]. 
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4. Results 

In Fig. 4, comparison of the instantaneous flow field (static temperature) with a Schlieren photograph from an 

experiment in shown. One can see the agreement on the structure of the flow and the characteristic size of large 

eddies on the windward side of the mixing layer. 

 

    
Figure 4: Comparison of instantaneous static temperature field (left) from numerical simulation with an experimental 

Schlieren photograph (right) taken from [8] 

 

In Fig. 5, the computational and experimental fields of OH radical mass fraction are depicted. Both in the experiment 

and in the simulation, active combustion is observed on the windward side of the mixing layer, while on its leeward 

side there are almost no reactions. In the separation zone upstream of the injector, the intensity of combustion 

observed in the experiment is low, while in the simulation it is almost completely zero. One can find the flame front 

structures scale in the simulation to be larger than in experiment, probably due to insufficient mesh resolution in this 

region. 

 

    
Figure 5: Comparison of instantaneous OH mass fractions obtained in the simulation (left) and in the experiment 

(right) taken from [8] 

 

The vortex structure of the flow obtained in the simulation is shown in Fig. 6 by means of the Q-criterion isosurface 

[15, 16]. Individual organized vortices attached to the plate and as well as strong vorticity layer are visible on the 

leeward side of the mixing layer. At the same time, the vortices are larger on the windward side, and the Q-criterion 

does not detect them. The formation of small-scale vorticity in this region is probably inhibited by the proximity of 

the bow shock near the mixing layer. High level of vorticity is also evident in the horseshoe vortex formed around 

the injection zone. 
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Figure 6: Vortex structure of the flow: instantaneous (left) and time-averaged (right) Q-criterion isosurfaces 

 

An analysis of the separation zone length upstream of the injector revealed the discrepancies compared to the 

experiment. As can be seen in Fig. 7, the separation zone length in the simulation is 5.5dj, while in the experiment it 

is about 2dj. To understand the reason for such a difference, additional simulation was performed with further 

reduction of numerical dissipation. It was done by zonal switch to central difference schemes for convective fluxes 

according to the blending function proposed in [17]. The minimal weight of upwind WENO5 scheme was set to 

σ = 0.25 to avoid numerical instabilities. In this simulation (Fig. 8), greatly reduced separation length was found 

which matched the experiment with 10% accuracy. 

     
Figure 7: Separation zone length analysis. Present “standard” simulation (left), time-averaged Schlieren photograph 

(right) taken from [8] 

 
Figure 8: Separation zone length analysis. Present “reduced dissipation” simulation 

 

The main difference between the “standard” and “reduced dissipation” simulations near the separation zone was 

found at the wall where turbulence levels turned out to be different (Fig. 9). In the “standard” simulation, transition 

to turbulence starting at the x = –7.5dj section, is delayed, which causes separation zone to be partially laminar. As a 

consequence, its length grows. On the other hand, transition to turbulence in the “reduced dissipation” simulation is 

more intensive due to higher values of resolved velocity gradients, so separation zone becomes fully turbulent. It 

makes its length significantly closer to the experiment. 
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Figure 9: Separation zone length analysis. Transition to turbulence upstream the separation zone, “standard” 

simulation (left) and “reduced dissipation” simulation (right) 

 

Finally, estimation was made of the hydrogen jet penetration depth into the air stream. In Table 2, the values of the 

wall-normal coordinate are presented where the mass fraction of hydrogen 0.01 is detected in x = 7.5dj cross-section. 

Compared to RANS data [7] and DES data [6], the present simulation demonstrates a closer correspondence to the 

experimental data, the error being within 10%. 

 

Table 2: Hydrogen penetration depth in x = 7.5dj cross-section 

 Depth, y / dj 

Experiment [3, 8] 5.3 

RANS data [7] 3.9 

DES data [6] 4.3 

Present IDDES 5.0 

 

5. Conclusions 

The scale-resolving technology implemented in zFlare code is validated in the simulations of a transverse hydrogen 

jet in supersonic crossflow. At least qualitative correspondence to the experiment is obtained, and for certain flow 

characteristics, quantitative improvement is obtained as compared with the data available in the literature. Stable 

computation and parallel operation on 10
2
-10

3
 CPU cores of an HPC cluster is demonstrated. It can be concluded that 

the code is ready to solve the problems concerning the physical aspects of combustion chamber flows. 

Considering the discrepancies found in the test, it is planned to further investigate the influence of the numerical 

scheme. As is shown in the preliminary computation employing central difference schemes, it can change the flow 

pattern significantly. It is also reasonable to calibrate the key constants of the hybrid SST-IDDES model in order to 

tune the numerical dissipation level correctly. Finally, the effect of time derivative approximation on the stability and 

accuracy of the solution will be studied in the future. 
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