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Abstract

In the present investigation, a mesh refinement method based on estimation of truncation error is presented
and compared against feature-based adaptation strategy. The T-estimation method uses auxiliary coarser
meshes to estimate the local truncation error which can be used for driving an adaptation algorithm. The
method is demonstrated in the context of 2d NACAO0012 inviscid flow at subsonic regimes, where typical
force coefficients are computed and compared.

1. Introduction

It has been shown that the CFD accuracy depends mainly on discretization errors for standard airplane at cruise con-
ditions [16]. It is well known that discretization errors, in the asymptotic range, are dependent on the local size of
the mesh as O(h”), where h represents the local size of the mesh elements and p the formal discretization order of the
numerical method. The reduction of numerical errors may be accomplished by a twofold strategy: to increase the order
of the discretization scheme and/or to increase the number of nodes. These two techniques are known as p- and h-
adaptation respectively. In case of h-adaptation, the selection of a reliable adaptation parameter is a key aspect in order
to reduce the errors in the computation. Adaptation parameters based on physical features work generally well when
one aims at solving the details of the flow or improve the accuracy in regions where the physical scales must be resolved
(shear layers, shock waves, etc.). However, it has been shown that increasing the resolution in these regions does not
necessarily improve the accuracy of engineering outputs of interest as, for example, global forces [19]. Therefore, in
the last years special attention has been paid to indicators based on numerical errors.

Since the discretized equations represent approximations to the differential equation, the exact solution of the
latter does not satisfy the difference equation. The imbalance, which is due to truncation of the Taylor series, is
called truncation error (TE). Analysis of the truncation error can be done by deriving analytically the Taylor series
expansions for a given numerical scheme [4, 5, 6]. However, the primary issue with this approach is the complexity
of the related expressions, specially for multi-dimensional problems on arbitrary grids. The second drawback is the
lack of generality, as the truncation error differs from one numerical scheme to another. Another family of methods
employed to study the discretization or truncation error are based on Richardson extrapolation [7, 8, 3]. The estimation
of the discretization error by Richardson extrapolation [9, 10, 11] is based on the existence of a Taylor series expansion
of the solution, assuming a smooth solution of the Partial Differential Equation (PDE). The major advantage of this
approach is that it is independent of the numerical scheme, then easily extendable to any numerical solver. However,
it requires the computation of an approximated solution on at least two meshes (three if the order of accuracy of the
numerical scheme is considered as an unknown) of different spacings, making it hardly suitable for three-dimensional
industrial applications.

On the other hand, the estimation of the truncation error by means of 7-estimation [3] is an interesting alternative
as it does not require the solution on a secondary grid, but only the computation of the residual. Furthermore, it is
closely linked to the forcing term in the Full Approximation Storage (FAS) approach of the multigrid technique [8],
making it easy to compute in a solver where a multigrid strategy is implemented. Extensive analysis can be found in
Bernert [12] and Fulton [13] on the accuracy of the estimation of the truncation error by 7-estimation, yielding stringent
conditions on the restriction operators for transfers from fine-to-coarse/coarse-to-fine grids. Additionally, Fraysse et al
[1] extend previous studies to more complex geometries and show the differences between finite difference and finite
volume schemes.
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Once a good estimation of the error is available, a robust mesh adaptation strategy can be derived. We propose
in this paper to compare two mesh adaptation techniques: one based on flow features and one on the distribution of the
local truncation error.

2. Error indicator by 7-estimation method
Let us consider the discretization of a PDE on a grid Q;, indexed by a mesh size parameter h:

R;(Up) =0

The corresponding local truncation error is defined as

R,(I'U) = 7" (D

where I" represents a linear continuum-to-grid Q" transfer for the exact solution U. Therefore, the TE 7" can be
seen as the residual left by the exact solution when applied onto the discretized PDE.

In addition to the discrete equation Eq. 1, and considering a FAS multigrid algorithm [3], the coarse-grid equation
may be written as

Ry Uy = Ry(AH0,) - 1R, U, Uy =1 + Uy )

corresponding to the discrete equation on a coarser mesh Q, with mesh ratio p = h/H < 1. In Eq.2, U, is the
current approximation of the solution (relaxed on the fine grid and not necessarily converged), el.’; = U, — Uy, is the fine
grid iteration error whose high frequencies are to be smoothed, iff represents the fine-to-coarse transfer operator of the
solution whereas IZ’ represents the fine-to-coarse transfer operator of the residual. Similarly, introducing the relative
local truncation error TZ[ , Eq.2 may be written as

RyU; = f 3)
i Ry (1170,) - /(R Uy) 4)

Furthermore, as in this investigation we consider a converged solution, then ThH reduces to

o = RyA'Uy) 5)

Our goal is to use TZ’ to estimate 7. If this can be done with sufficient accuracy, then one can use this local error
as a mesh adaptation indicator, uncertainty estimator or to increase the order of accuracy of the spatial scheme.

The following theorem provides the relation between the accuracy of ThH towards 77 and the order of the restric-
tion operators acting in Eq.5.

Theorem 1 (Truncation Error Estimate) Assume that there exists p,n > 1 and q,s > 1 such that if U € C"P*1(Q),
the truncation error (1) satisfies:

e (A1) Local truncation error of order p: ™" = h’I"V + O(h**7), V € C?
e (A2) Local discretization error of order p: €' = h"I"W + O(h"*9), W e ¢4
o (A3) Fine-to-coarse transfer operator of the solution of order s: ifl’ I"U = 17U + O(h*)

then
= (1 = pP)ef + O(pminsr+a2py - p = p/H. (6)

The main conclusion of Eq.6 is related with the order of the restriction operator s of the solution. Looking at the
exponent of the order of magnitude of the remaining term in Eq.6, it can be deduced that it is necessary to use higher
order interpolation s > p to transfer the solution from fine to coarse mesh. If s < p then the TE estimation will be
dominated by a term O(h*), spoiling the general results of the formula. Proofs to this theorem, together with a detailed
analysis of the TE in general geometries and schemes can be found in Fraysse et al [1, 2].



F. Fraysse, G. Rubio and E. Valero

Our aim in this work is to test the capabilities of a mesh adaptation algorithm, driven by TE distribution, to
improve the accuracy of engineering functional outputs. So this study will focus on a posteriori adaptation of steady
flows. Furthermore, as it will be detailed later, the coarse grid employed for the computation of the TE estimate, on
which the fine grid solution is restricted, is built in such a way that each fine grid nodes coincide to a coarse grid
node. In this way, no complex restriction operator has to be considered to recover full accuracy of the estimator, direct
injection can be performed like in a finite differences formulation.

3. Mesh adaptation methodology

The methods described here have been implemented and checked in the industrial DLR TAU-Code [15]. In TAU,
adaptation is performed by bisecting the edges of an element according to some specific sensor. In this section, we will
describe the adaptation algorithms based either flow feature and on the TE estimation.

3.1 Feature-based adaptation methodology

A widely used mesh adaptation method is based on local physical sensors. This method is usually known as the
feature-based sensor.

In order to select zones to be refined, it is first determined which edges of the primary grid have to be adapted
depending on the desired dimensions for the resulting grid.

Thus, for all edges an adaptation parameter I, is defined. Only the edges above some specific threshold are
bisected. /; is defined as:

Iy = AV IIx|I5,
where || - ||, is the usual Euclidean norm, x, = X, — X, is the vector edge, a an edge length scaling factor,
typically set to @ = 0.5, and
Ag; .
AV, = max (c¢i—¢), with0 <i < N,
(AP ax

N being the number of different flow variables considered. In this study, ¢; is an equal combination of density,
velocity module, total enthalpy and total pressure. Thus:

A¢i = |¢i(xp|) - ¢i(xpz)|-

The weights ¢4, are parameters enabling to choose different combinations of the single parts of the indicator.
Finally, for an equilibrated scaling of each part the calculated values must be distributed in [0, 1]. Therefore, the
maximum of all values is determined by

(A par = max ((Agy),) . for all edges e

3.2 Truncation error-based adaptation methodology

In order to compute an accurate estimation of the local TE, it is necessary to dispose of two grids, which are topolog-
ically consistent [1]. For that purpose, we denote the coarse grid by Q and the fine grid by Q" (which is the actual
grid where the flow is solved) obtained by uniform refinement of grid Q¥. Constructing the fine grid Q" from the
coarse grid Qf gives two major advantages in the scope of TE estimation: on the one hand, the conservation of grid
characteristics (non-uniformities, distortion, etc) ensuring that the computed error on Q is truly representative of the
error on Q"; on the second hand, each fine grid point coincides with a coarse grid point, which avoids to implement a
high order restriction of the fine grid solution onto the coarse grid.
Thus, following Eq.5, the TE-based sensor developed in this work is defined as:

Hja
e

“=1_op , inode index @)

where
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e Q] is the volume of the element associated to node i. This scaling prevents to perform infinite refinements in
regions where the error might decrease at a very low rate (typically, shock waves) without substantially contribute
to the prescribed functional.

e « is an edge length scaling factor, set here to @ = 0.5.
e p = h/H is a characteristic grid length ratio from grid Q" to grid Q, set here to p = 0.5.
e p is the formal order of accuracy set to p = 2 using the Jameson-Schmidt-Turkel (JST) spatial scheme.

. Tﬁ is the TE at node i, obtained by applying Eq.5.
TZ = RZ[ (i;ll{Uh,)

where RZi is the residual associated to the equation g (density, momentum or total energy). In these computations
the TE associated with the density g = 1 has been considered. No significant differences in the adapted meshes
have been observed if the momentum or energy equations are considered in the computation of the sensor.

. ihH is a restriction operator from grid Q" to grid Q. As explained earlier, the way we contruct €, and Qy allows
the use of direct injection (s = o).

e U, is the converged solution obtained on grid Q.
A point i on the grid Q¥ is then flagged for refinement if

L, > A

where A is a user-given threshold which controls the trade-off between increased accuracy and increased work.
Typical values of this parameter are O(h?).

Based on this indicator strategy, one cycle of adaptation is performed in this way:
1. Solution Uy, of the primal equations on grid Q".
2. Pointwise restriction of the solution Uy, from grid Q" to grid Q.
3. Computation of the TE-based sensor of Eq. 7 on grid Q.
4. Laplacian smoothing of the TE-based sensor

5. Output of a file containing the indices of the nodes of grid Q¥ where the indicator is above the user-given
threshold A.

6. Full refinement of all elements sharing a marked node on grid Q.
7. Uniform refinement of grid Q% to grid Q.

A key point of this procedure is that the adaptation is performed on the coarse grid Q. Then the final adapted
grid Q" is obtained by global refinement of grid Qf«. This choice ensures that the two grid levels generated are
topologically consistent, which allows to compute again the TE for a further adaptation cycle, thus avoiding an extra
source of error due to inconsistency between meshes.

4. Numerical results

4.1 Introduction

A brief analysis on the truncation error-based adaptation in one dimension is introduced in this section. The following
problem has been considered:

—u"(x) = f(x) + bc, VYxeQ=[-44] )
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where bc stands for boundary conditions. And we consider the following test function:

sinh(x)
cosh(x)

fx)=-4
9)

u(=4) = tex(—4),  u(4) = uex(4)
This problem has the exact solution

sinh(x)

tea) = =2 cosh(x)

The aim of this preliminary work is to see how the truncation error might affect the global accuracy. To do
so, with an exact solution in hand, the exact truncation error can be extracted by injecting the exact solution into the
numerical scheme (Eq.1). Then a simple redistribution/mesh enrichment algorithm has been developped and applied
to the problem of Eq.8. Eq.8 is numerically solved using second order centered finite differences on an initial uniform
grid composed of only 5 points (see Fig.1(a)). Then the adaptation algorithm tries to redistribute/enrich the mesh until
a prescribed maximum value 7,,,, = 0.001 over the domain Q" is obtained, which represents a drop of more than two
orders of magnitude. In this case the final mesh is composed of 301 nodes (see Fig.1(b)).

In Fig.1(e)-(f) are reported the values of the truncation error and the discretization error, for the initial grid and the
TE-based adapted grid. The results are compared against uniform refinement. Both truncation error and discretization
error reduce at a higher rate than global refinement. This very simple test shows the importance of the truncation error
in the accuracy of numerical solutions. The truncation error acts as a source term for the discretization error (through
the so-called Discretization Error Transport Equation), and its accurate evaluation can give valuable information, in
particular for mesh adaptation.

In order to test and compare the adaptation techniques presented in the last sections, we will present in the
following a two-dimensional test case representative more representative of indistrial applications.

The two-dimensional test case considered here will be computed on a NACAO0012 airfoil at subsonic free stream
conditions. Results on this profile have been reported previously in the context of feature-based [17], adjoint-based
[14] and residual-based [18] grid adaptation. The results of TE-based adaptation will be compared against the common
feature-based adaptation technique. The latter is an equal combination of density, velocity module, total enthalpy and
total pressure. The adaptation using feature-based approach is driven by a fixed percentage of new added point, here
set to 40%. We will present a study of the evolution of the force coefficients (namely lift, and y-moment) with respect
to the number of nodes for the two adaptation techniques discussed earlier.

4.2 Inviscid subsonic 2D test case

The initial grid is composed of 11750 nodes, 23040 triangles and 459 points on the airfoil. The outer boundary is
located at a distance of 50 chords away from the airfoil profile. This initial grid is obtained by global refinement of an
initial coarse mesh. The existence of both meshes is necessary in order to start the TE-based adaptive process described
in Sec. 3. The farfield conditions imposed are M., = 0.4 and @ = 5°, which yields a fully subsonic steady solution.

Two different functionals are analyzed in this case: the lift (C) and y-moment (Cy,). For the TE and feature-
based estimators, the sensors for both functionals are based on density and an equally balanced combination of density,
velocity module, total pressure and enthalpy respectively. A threshold A = 0.0001 has been in the TE-based adaptation
algorithm.

The adapted meshes are presented in Fig.2 after four cycles of adaptation. The two methods clearly create
different meshes. The TE-based indicator creates a mesh which is highly refined at the leading edge and at the trailing
edge. As far as the feature-based adaptation procedure is concerned, it refines more uniformly around the profile
and specially in the region where the flow accelerates (on the suction side close to the leading edge). Note that the
differences in the extension of the adapted areas are significant, specially for the feature-based method, for which a
large area of the suction side is adapted.

Finally, in Fig.3 the C; and Cy, coeflicients have been computed at each adaptation cycle for the two methodolo-
gies and compared against uniform refinement and the value obtained by Richardson extrapolation. The two adaptation
indicators yield an improved prediction of C; and Cj, with respect to the initial mesh. The two methods allow a rapid
convergence of Cy, and Cy,. The TE-based permits a gain of more than an order of magnitude in the number of nodes
with respect to uniform refinement, and yield comparable or better levels of functional outputs as the feature-based
approach but with fewer points.
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5. Conclusions

Decreasing computational work by mesh adaptation has been proven an elegant and efficient technique. However,
current formulations employing indicators for mesh (de-)refinement based on flow features do not take into account the
hyperbolic properties of Euler equations, and no guarantee can be given on the convergence of the adaptation procedure
to the uniform refinement procedure. Furthermore, adapting the grid based on flow variables will not necessarily
improve the accuracy of global quantities of interest in industry, such the lift or drag values.

This leads to the development of adaptation algorithms based on numerical error. In this work a TE-based
indicator has been successfully developed and showed better convergence properties of force coeflicients on 2d Euler
testcases than feature based sensors.
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Figure 1: 1D Poisson equation. (a) initial mesh (5 nodes), (b) final mesh (301 nodes), (c) TE distribution initial mesh,
(d) TE distribution final mesh, (¢) TE-magnitude, (d) discretization error magnitude
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