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Abstract

The propellant feed valves of a cryogenic rocket engine atmlly opened some time before ignition
to allow cold propellants to enter the engine feed systemraddce its temperature. This process is
commonly known as chilldown. Numerical studies can supfisroptimization but often dier from
modeling dfficulties and excessive runtimes. We partly circumvent tiéssdvantages by geometrically
simplifying the fuel pump and using a CFD method to generatehilldown performance map. In a
second step, the map is used in a system simulation for appalgtage and the predictions are compared
with flight data.

1. Introduction

For cryogenic rockets, chilldown is an essential preratpifer the prevention of turbopump cavitation. The process
is generally initiated by a premature opening of the tankesl The propellants then enter the initially hot feeding
system, where they evaporate quickly. The latent heat gfaradion removes heat from the system components and
this leads to a local pressure rise that limits mass flow rdtesal vapour generation ceases when the temperatures
drop below the saturation temperature. The end of the duwildprocess is reached when the propellant temperatures
stabilize within a pre-defined bandwidth that is determibgdhe operating requirements of the engine. Since the
heated fluids are expelled into vacuum, process optimizasiomperative to limit propellant loss. Some analyses
of entire feeding systems were carried out as part of the ldpobon program, see e.g. Davisson and McHarris
[1]. However, analyses of simpler systems, such as singteeakor horizontal tubes, are more prevalent in the open
literature. Examples include the recent work by Yuan et®l3] and Kawanami et al. [4, 5] while Carey [6] provides
an exhaustive overview on the topic. The scarcity of publisfeed system chilldown studies might be linked to
the inherent complexity in modeling convective phase-geaprocesses. For example, present numerical methods
usually rely on empirical or semi-empirical relations,het than rigorous analytical analysis. These methods can
still be helpful, however, when the primary aim is not to désethe chilldown process in every detail but rather to
obtain general trends, improve system understanding ame\acprocess optimization. Several approaches exist. On
a high-fidelity level, computational fluid dynamics (CFDppides enhanced insights into the involved physics but on
larger scales the approach often entails long runtimespl8ied system models, on the other hand, reduce runtimes
but cannot describe complex three dimensional flow patterigeometries. This leads to problems in accounting for
the fuel pumps, which often represent the major heat sinkkdrsystem. In an attempt to combine the respective
advantages of CFD and lower fidelity system models, we usaritation of both to obtain an adequate system
description. The resulting method constitutes an engingesplution where the target is to quickly estimate progp#l|

use, chilldown times and evaluate system behavior. Ourgohae is as follows:

1. The cryogenic fuel pumps are simplified as axisymmetriecstires. Their thermal behavior is then analyzed
by means of state-of-the-art multiphase CFD simulationistoligh adequate parameter variations, pump per-
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formance maps can be developed. These can be formulatedeinesiad manner and describe the heat transfer
characteristics of the pump as a function of various indiad boundary conditions.

2. A numerical model of the hydrogen feeding system of a igald hydrogen-liquid oxygen (LH2-LOX) rocket
engine is considered. In the model, the pump is representisd performance maps.

3. The feed system behavior is analyzed and the model vatidhtough comparisons with flight data. The latter
include temperature and pressure histories at varioutidosaas well as estimates of propellant consumption.

The focus of this study is on the ascent phase of the vehickigRition after an extended coasting phase is not
considered. However, the method can, in principle, be eldeéno cover such scenarios.

2. Preliminary Considerations

2.1 Relevant Forces

The relevant physical phenomena can be classified acorditizetr importance. For this purpose, it is helpful to
consider the relative sizes of the inertial forces (IN)¢wiss forces (VF), buoyancy forces (BY), body forces (BF) and
surface tension (ST). Their possible ratios yield the R&smoumberRe, the Weber numbek)/e, the Bond number,

Bo, the Grashof numbe6r, the capillary numbeiCa, and combinations thereof. Present value ranges for devera
variables and material properties are given in table 1, ehdr, o and D are preliminary estimates. This data is
used to calculate the force ratios from table 2, where thernecnlheads and row heads indicate the denominators and
nominators, respectively. We observe that the force ratiog over a wide range. For small droplet diameters, ST can
be of the same order of magnitude or larger than IN and foeldrgplet diameters, BY are of the order of magnitude
of IN. BF and VF are small throughout but the former are domiria the boundary layers. This is acounted for by
introducing stagnation pressure losses in the system naodietalculating the boundary layers in the CFD simulation.
The data illustrates theftiiculties in choosing one modeling approach that can reptedleelevant phenomena while
maintaining sensible computation times. As a first estinthtrefore, ST, BY and BF are neglected. This means that
the droplet diameters are assumed to lie in the medium ofthgerindicated in table 1.

Table 1: Value ranges for relevant variables and materagnties

Variable Value Unit Description

u 0.3-2.5 in/s]  Flow velocity

L 0.0568 m| Reference length

D 104-103 [m] Bubble diameter

a 10-35 m/s’]  Acceleration

T 25-270 K] Fluid temperature

AT 10-20 K] Local temperature dlierence in fluid
o 0.2-70 kg/m®] Density

o 0.01-0.05 N/m]  Surface tension

B =1T [1/K]  Thermal expansion cdkcient
u 79-94-10°% [Pas] Molecular viscosity

2.2 Heat Transfer Mechanisms

The propellant feed system mainly consists of pipes. Heeat Is transfered from the hot walls to the cool fluids
through conduction, convection, phase change and radiaBeveral flow regimes can be distinguished. For a given
fluid, their appearance largely depends on the wall tempesat,,. For liquids and wall temperatures smaller than the
limit for the onset of nucleate boiling, i.€l, < Tons, and for superheated vapor, no phase change occurs and only
single-phase heat transfer exists. For liquids 8p& Tong, Nucleate boiling is observed. This state is associated wit
bubble generation at nucleation sites on the walls and afisigmt increase in heat transfer rates when compared to
single-phase flow. The bubbles are convectively transgdayethe liquid. With increasing downstream distance, the
gas mass fractior¥y, increases. FoYy > 0.7 the regime of mist flow evaporation begins. Here, liquiddawectively
transported as dispersed bubbles and the liquid film on tHeh&a dried out. For dficiently large downstream
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Table 2: Ratio of forces in the chilldown process, columndsaadicate denom-
inators, row heads indicate nominators

IN VF BY BF ST
IN 1 108-10° 107-10° 10°-10¢ 10!-10°
VF 101;6105 1 105-10* 10P-10° 10?-10%
1°- 10 10%-1C¢° 3 . ) 3
BY Re/Gr 1/Gr 1 103-10" 102-10
_ 3 _ 2 7T _
g 10°-10° 10°-10% 107-10° 1 16 - 107

We/Bo We/BoRe GrCa/Bo

ST 10°-100 10°-107 10¥-10° 107-101 1
We Ca GrCa Bo

distances the entire liquid is evaporated and only vapauanes. For still larger wall temperatures, iBy > Tpng >
Tons, the flow pattern changes and gas layers begin to form bettheawall and the liquid. The point of change is
referred to as the departure from nucleate boiling (DNB) tliednew flow state is called transition boiling. Here, the
heat transfer rates significantly decrease with only smatidases ifT,,. Eventually, with risingT, transition boiling

is passed, and the regime of film boiling is reached. Flow$isftlype are characterized by vapor layers that form
between the inner liquid core and the wall, thus isolatirglifuid. Heat transfer rates are dramatically reduced when
compared to nucleate boiling. The various flow regimes catrdmked on a flow map, such as the one presented by
Taitel and Dukler [7]. Several correlations exist to dasetieat transfer rates for nucleate boiling but the availdata

on transition boiling and film boiling is more scarce. An oxiew is given by Carey [6], among others. Furthermore,
the implementation of such correlations in a numerical czaelead to instabilities. Recent attempts at implementing
a unified approach that includes all flow regimes were made.dpy ¥uan et al. [2] and Kawanami et al. [4]. In
literature, boiling in horizontal or vertical tubes is uyaonsidered and either constant wall temperatures osteon

wall heat fluxes are applied. As a secondary heat transfehaméxm, radiation from the pipe outer surfaces to the
environment can be accounted for. In the present case, eéddifees are subject to time dependent wall temperatures,
wall heat fluxes and acceleration states and have vario@stations in space.

3. Numerical Methods

3.1 CFD Code

We use the commercial code Fluent v12.0 for the fuel pumplsitioms. The code is described in detail in the appro-
priate handbooks and so only a short overview is given hdre.gbverning equations are solved in their axisymmetric
form in a finite volume formulation using quadrilateral elemts. The convective fluxes are discretized by a formally
third order MUSCL scheme and thefidisive fluxes by formally second order centraffeliences. The solution is
advanced in time by an implicit time integration scheme witbonstant time step @ft = 0.001s. Boundary layers
are approximated by wall functions while ensuring theirgawf validity is maintained. Turbulence is modeled by
the realizabléke model. The multiphase flow is described by a mixture modeknehhe phases are assumed to be
completely dispersed. A transport equation is solved fohgdnase and the phases can movefédint speeds. This
approach is applicable in cases where the gas phase is gidyauixed with the liquid phase, which is assumed to
be true for the current situation. In addition, it was showséction 2.1 that ST are negligible, which further justifies
the choice. Alternatives include methods where the phasedaries are locally reconstructed but this often leads
to excessive runtimes. Other alternatives are Euler-lragranethods that are based on tracking particles, e.g. gas
bubbles, through the flow. These methods are applicablefoghs volume fractions. Here, however, & a < 1.

3.2 System Simulation

The commercial code EcosimPro is used for the system asabygether with the ESPSS libraries. Both are described
in detail in the appropriate handbooks and hence only a briefview is provided here. The method is based on
breaking down complex systems into their subcomponentsh Eamponent is then described by a set of governing
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equations. The components are linked by requiring somelbias to be equal at the component interfaces. Mathe-
matically, this leads to a set of discretized coupled noedr equations for the present problem. They are advanced
in time by a formally second order implicit time integratisoheme. The system consists of lines, valves, thrusters,
junctions and adiabatic volumes. The governing equatiomste Navier-Stokes equations in one-dimensional form.
They are discretized in space by a formally second ordeefwolume method. Artificial dissipation is added for
stability. Stagnation pressure losses in the componeatsadculated based on the data provided by Idel’cik [8]. Heat
conduction in the walls is assumed to be purely radial, ix@aland circumferential heat fluxes are neglected. In the
tank, heat transfer between the ullage and the tank walldeited as heat transfer with a vertical wall. Heat transfer
between the phases is modelled as heat transfer with a htalzate. Mass transfer between the phases is modelled
acording to [9]. Radiative heat transfer to the environnieatounted for by the Stefan-Boltzmann law and the pipes
are assumed to radiate into free space. Radiation insidentrseis neglected. Single phase heat transfgr< 0 and

Yy > 0.99) is modelled with the Dittus-Boelter relation. Nuclehtgling for Yy < 0.7 is modelled using the correlation

of Chen [10]. Mist flow evaporation for.9 < Yy < 0.99 is modelled using the correlation of Dougall and Rohsenow
[11]. For Q7 < Yy < 0.9, a cubic spline interpolation between these correlat®nsed. Film boiling is ignored.

4. Fuel Pump

4.1 Numerical Model

The numerical model of the hydrogen fuel pump is shown in &gur The geometry is axisymmetric with respect to
the indicated axis. It is discretized by 3088 quadrilatetaiments in the fluid and 4840 quadrilateral elements in the
solids. The inflow is parallel to the axis of symmetry and thélow is radial. At the inflow, turbulence levels are set
to 5%, the static temperature is set to the saturation temyeT o = 25.415K and the velocity and vapor mass
fraction are systematically varied. At the outlet, theistatessure is set tp 2 po = 3.5 10°Pa. The starting solution

for the unsteady runs is a steady state solution for constalhtemperatures. The inflow velocity,i, and the inflow
void fraction,a;, are varied systematically to changeandPr within the ranges expected in practice.

1
i l Inflow
! Fluid

Cowl

|

/////J///////// Outflow

Fan

Figure 1: Simplified hydrogen turbopump model for the nuedrsimulations

4.2 Non-Dimensional Variables and Chilldown Curves

Except for the pump bearing temperaturg, all time dependent temperaturé@s,are written as

T —TiLH2

0= — 2
Tinit — TLr2

1)

whereT 432 is the LH2 temperature in the tank,, is the initial component temperature a@de [0; 1]. ForTg, the
following normalization is more advantageous

O = — (2
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whereT, is the critical temperature above which pump operation isitered unsafe. The mass averaged temperature
in the pump can be calculated from
1
To= o [ pTav @3)
Moump J pump
wherempump is the pump masg; is the pump material density, is the local pump temperature and, using relation

(1), ®m = O(Ty). Pressures are normalized with the initial tank ullagespuee for the mean case (see section 6.2)
according to

b= g (4)
pull,mean case
Consumed massesim, are normalized with the consumed mass for the mean casssstien 6.2AM = AM/AMyean case-
Nu for the pump is calculated from 5
q

AA(Tm = Tienz2)” ®)
whereq is the heat fluxD is the pump inflow diameten] is the fluid thermal conductivity fluid anA is the total
surface area of heat exchange. The chilldown curves areajeddy systematically varying &); (i.e. Re), and 2)a
(i.e. Pr). Here, the pump thermal behaviour is adequately deschp&tl(®, Re, Pr) anddTm(®, Re, Pr)/adt. Together,
these variables can be used to construct the pump perfoemaags if they are written in matrix form &g, T € RS,
However, the matrix dimensions and hence the computatesfaat can be reduced by correlating the numerical data
with

Nu

Nu 1 0Ty

re®) 2 Ren ©)
wherew = 0.75 provided acceptable results and the functf®r) was found numerically. The construction of the
performance maps is discussed further in section 4.3 betigure 2 (a) shows an example fdu(®.,) for the case
a = 0, x = 0.75 and several dierentRe, using relation (6). The curves show an acceptable overlaprauch of the
range but dierences can be observed for medi@m Similar data are shown in Figure 2 (b) fer= 1, x = 0.86. The
range ofRe is different here since the fluid is now purely gaseous. The curvadapvsatisfactorily, which indicates
that the correlation is valid in thiRe range. Figure 2 (¢) showsl ,/dt(®n,) for @ = 0, w = 0.75, using (6). The curve
overlaps are largely acceptable, except for ligh where there are notableffirences. Similar data is shown in 2 (c)
fora = 1, w = 0.75. The overlap here is better butfdrences remain at largér,. Note that, for brevity, figure 2
shows only a few examples farbut for 0 < a < 1 the situation is similar.

4.3 Construction of the Performance Maps

Based on the discussion above and using the numericallyatexeesults for the chilldown curves, the performance
maps can be calculated from

N Pry ) Pr,
u u
ém %(#rl,(am) %(Prl,Gm)
Pry Pr,
—_ m%ﬁ(m,@o o i (Pnen | -
On %(F"rl,@m) SR ot (Pri, O)

In practice, the system simulation starts from predefindthirconditions. Using relation (5), the heat flux and the
instantaneous change in pump temperature are then calddtatn equations (7) and (8), respectively. The heat flux
is used as a source term in the energy equation of the pumpa@np The above relations show that at ldast
calculations are needed to generate the performance mapsrfstantRe while x(a) is calculated by systematically
varyingRe. The generation of (7) and (8) hence requires some compn#dtifort. However, the maps only have to
be generated once for each geometry and can subsequentlydreded to include e.g. the influence of the acceleration
state of the system and other dependencies. In princigeyuimp also introduces a stagnation pressure loss into the
system. However, from the CFD solution, this loss was edéchto be small compared to the other losses in the system
and was hence neglected.
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Figure 2:Nu as a function oBy, for variousRe for (a) x = 0.75,a = 0 and (b)x = 0.86,a = 1; T,/dt as a function
of ®, for variousRe and (c)w = 0.75,a = 0 and (d)w = 0.75,a = 1; vis the pump inflow velocity

5. Feed System

5.1 Architecture

The present method is validated against flight data for tltedgen side of the propellant feed system of the Ariane 5
upper stage ESC-A and its HM7B engine. The engine uses LH2.@xdas propellants. The stage feeding system
is schematically shown in figure 3 (a). The relevant linesdeneoted by marked asdwith x=1...8. Lengths are not
drawn to scale. The relevant valves are the tank valve, Vd tlaa purge valve, V3. The lines upstream of V3 are
used during the entire engine operating phases. The lingssdeeam of V3 are only used for purging. Valve V2 is
the combustion chamber valve and is closed during chilldolire purge nozzle expels the hot fluids into vacuum. A
metal hose, marked as Flex, connects the stage lines to ¢figedines. A filter is located at tank exit to avoid feed
system pollution. At chilldown start, the tank volume isdidlat 96.995%. The boxes indicate the locations of in-flight
data acquisition. The indicasl, pi, B, ci, pvo and fo denote tank ullage, pump inflow, pump bearing, purge valve
outflow and flex outflow, respectively. Chilldown is startetdem V1 is opened and V3 is contnuously open.

5.2 Numerical System Model

Figure 3 (b) shows the numerical representation of the fegslystem. The various components from figure 3 (a) can
be easily identified but line L7 is divided into four parts taunt for varying diameters. Each line consists of the fluid
domain, the line wall and the insulation. The lines are dized with 9 cells in axial direction. The line walls and
the insulation layers are discretized with 10 cells in rbdigection. The propellant tank is subject to heat fluxgs,
These are chosen such that the flight datgpfgris matched. An improved determinationgpfis left to future studies.
The tank walls are discretized with 5 cells in radial direnti10 cells in longitudinal direction for the upper and lowe
domes and 1 cell in longitudinal direction for the cylind&he liquid phase in the tank is discretized with 1 cell and
the gas phase with 10 cells. Stratification in the liquid ghashence neglected. The purge nozzle is discretized with
25 cells in axial direction. A further refinement of the gr&htls to only negligible changes in the results. In this
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Figure 3: (a) schematic representation and (b) numericdkinaf the Ariane 5 ESC-A propellant feed system

sense, the present data can be assumed grid independetankh®initially pressurized with Helium in supercritical
conditions afTye = 25K. The initial temperatures of the tank walls correspamthe temperatures of the adjacent
fluids. The ambient pressure is sefg = 100Pa, rather than vacuum, to avoid numerical problems due tgicline
flow conditions in the purge nozzle are critical and the flovésce expelled from the system at supersonic velocities.
The initial pressure in the system is setgq: = 1kPa. The initial gas temperatures in the lines are set to thalnit
temperatures of the adjacent walls. The remaining initial Boundary conditions are discussed in section 6.2 below.

6. Validation Approach
6.1 Experimental Data

For each sensor from figure 3, data from 22 flights was coliectée data averages, and their standard deviations,
o, can be used to define two limiting scenargos 30. Assuming a Gaussian distribution, the probability thatife
flights produce data that lie within this bandwith is 99.73/b.the following, all results are shown as a function of
normalized timer = t/tcp, wheretcp is the total chilldown duration and= 0 andr = 1 mark chilldown start and end,
respectively. The latter is reached shortly after mainesi@fC) extinction and before ESC-A ignition. In practice,
tcp was varied for process optimization. However, the variiovere small and thefect is largely averaged out.

6.2 Case Definition

Three numerical cases are considered and refered to asdeptocdd case and mean case. For the hot case, the initial
feed system temperatures are high apdis low. This leads to longer chilldown times. The case cqoesls tap + 30

The cold case correspondste 3o-. Here, the initial feed system temperatures are lowgndhigh. Finally, the mean
case corresponds # The initial conditions for these cases and the variousesysiomponents are shown in table 3,
where all values are normalized with the respective valaethe mean case.

7. Results

Figures 4 (a)-(h) show the flight data and the present nualeesults.¢ is represented by the solid black lines while
¢ = 30 are shown in solid grey. The cold case, the mean case and tlvasm are represented by the black dashed
lines, the black dashed-dotted lines and the black dotted lirespectively, see also figure (h).
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Table 3: Definiton of initial conditions, values
are normalized with the mean case value

Value Cold Case Mean Case HotCase

Tizs  0.8577 1 1.1423
Tays  0.9449 1 1.0551
Te 0.8577 1 1.1423
T, 0.8719 1 1.1281
Te 0.8719 1 1.1281
Ts 0.8566 1 1.1434
Tz 0.9938 1 1.0042
Teo 0.8816 1 1.1184
Pui 1.0343 1 0.9657

Figure 4 (a) showsy. The curves are quantitatively similar for the various saaed the global trends are
captured. However, there are noticeablfetences in the curve shapes. The numerical data show aal nist,
followed by a continuous drop, while the flight data inityatiscillate around a constant mean before dropping. This
is probably due to stage mechanical oscillations and teahgivaporation processes in the feed system. The former
cannot be accounted for in a straightforward manner in tkegnt method while the latter are not entirely captured.
This is because film boiling is neglected and phenomena kseyring are not represented. In reality, thefects
have a non-negligible influence on system behavior by aljehieat transfer rates and introducing transients. The
discrepancies also suggests thgaits not entirely correct. While in reality; = ¢(t), a constant value was prescribed
here for simplicity. A more realistic prescription shoufdgrove predictions.

Figure 4 (b) shows,i. The general trends are similar to those observegfpr However, the pressures here
are notably higher than those in the ullage, which is due échydrostatic head. In addition, the absolut&etence
between the flight data and the numerical values is larges duggests that the computed stagnation pressure losses
are overly optimistic. Atr ~ 0.98, a significant drop in pressure can be observed. This nlagkisstant of EPC shut
down. The acceleration then ceases and leads to a zero tattr@sessure component.

Figure 4 (c) show$s. The numerical data is containeddn: 30, which is contrary to the observations fog, ~
andp,i. The reason is that the sensitivity of the sensor is sigmifigdower. However, the results suggest that the
numerical data is realistic.

Figure 4 (d) showgs,. As before, there are initial oscillations in the flight détat are subsequently damped
out. For smallr, the numerical data is contained withira- 30- values. However, for larger, the pressures temporarily
exceedp + 30, which suggests that not all relevant heat transfer meshaare captured. Accounting for film boiling
might improve predictions. In addition, the fact thaf in the simulations is slightly higher than what is observed
in flight contributes to the discrepancies. Interestinfgly,storage temperatures closeTg; (at pyi), humerical tests
show that the sudden increases in pressure are significanédier.

Figure 4 (e) show®y,. As for the pressures, an initial oscillatory behaviour barobserved in the experimental
data. For latet, the oscillations are damped out. The numerical data doeshow this behaviour. This might partly
be due to the fact that conduction in the pipe walls is ignanettie numerical model. A sudden drop in temperature
can be observed atftierentr for all data sets. For the cold case this drop occurs at0.35, for the mean case at
7 = 0.52, for the hot case at= 0.75 and for the experimental averagerat 0.76. The drops indicate the instant in
time, rps where the flow into the pump becomes desaturatedr Borps, only liquid enters the pump. The prediction
of Tps is hence important in order to avoid pump cavitation. The& @d the mean case are overly optimistic in this
prediction while the hot case is close to the experimentakbsa

Figure 4 (f) show®g. The horizontal dashed line indicates the critical vaéiye, The curves for the experimental
and the numerical data are qualitatively similar. Howeseme quantitative ierences can be observed. For the flight
data,®. is reached at valuesof 0.60, 0.67 and 0.80 faf—o-, ¢ andg+o, respectively. For the cold case, the mean case
and the hot case, the values (deviations) are 0.39 (-35%4,(€20%) and 0.71 (-12%), respectively. The numerical
predictions are hence overly optimistic. This can be pantlylained by the fact that film boiling is ignored. Accougtin
for it would lead to increased chilldown times due to redulcedl heat transfer rates. In addition, the numerical tank
ullage pressures are slightly higher than for the flight dafhis entails higher mass flow rates and hence shorter
chilldon durations. Finally, the mass and hence the theematgy content of the pump might be underestimated with
the simplified geometry from figure 1. However, the resultggast that the general trends are captured.

Figure 4 (g) show®.,. As before, the general trends are reproduced well but ttilad®ns are missed. For
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smallr, the numerical simulation predicts higher values@gy, than what can be observed in the experiment. This is
because the sensor does not measure valggsz 0.36. For larget, the numerical cases are contained wiihia3o-.
Figure 4 (h) shows the numerical results foh. At EPC extinctionAfm is found to be 1.23, 1.00 and 0.78 for
the cold case, mean case and hot case, respectively. le-lewabiations of flight data have determined the actual
consumption aam = 0.83+0.12. These are also indicated in the figure. The numericaltssste hence conservative.

8. Summary and Conclusions

A simplified model to simulate the chilldown process for th@itogen feeding system of a cryogenic rocket engine
was presented. The approach is based on representing thmufup by a chilldown performance matrix. The latter
is generated by a CFD analysis and then used in a systemsatimmgoftware. Comparisons of the numerical results
with flight data were encouraging but showed that some of étaild of system behavior are missed. Possible reasons
for this include the neglection of film boiling, inadequatmk heat flux prescriptions and overly simplistic modeling
of the pump geometry. These shortcomings should be addresfgture studies. Nevertheless, the proposed method
has the folloying advantages: 1) The pump performance malgshave to be generated once; 2) Additional physical
mechanisms can be implemented in a straightforward mamakthe performance matrices expanded accordingly; 3)
The running times are on the order of minutes or a few hourth®isystems simulation. This is significantly lower
than what would be required for a CFD simulation of the erféegling system. 4) The approach provides conservative
estimates for propellant consumption and realistic ptemtis of desaturation times.
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